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Pore-size entropy of random hard-sphere packings

Vasili Baranau, Dzmitry Hlushkou, Siarhei Khirevich and Ulrich Tallarek*

We introduce a method for calculating the entropy of random hard-sphere packings, also referred to as

pore-size entropy. The method is applicable to packings of monodisperse or polydisperse spheres as well

as non-spherical particles. Pore-size entropy allows us to analyze the packing microstructure and

provides deep insight into the traditional concept of pore-size distribution. Specifically, the logarithm of

the pore-size distribution's tail area is equal to the packing entropy. We reveal a local minimum in the

plot of pore-size entropy vs. packing density (4) for monodisperse frictionless sphere packings at a

critical density of 4C z 0.65, independent of the employed packing generation protocol (Lubachevsky–

Stillinger, Jodrey–Tory, and force-biased algorithms), which is a density with minimal number of available

packing configurations. This entropy minimum is followed by an entropy increase as 4 increases up to

�0.68, corresponding to the emergence of crystalline structures in the coexistence region; beyond this

packing density the entropy decreases again. In a complementary study we modify the Lubachevsky–

Stillinger protocol and reproduce the random-close packing limit at 4RCP z 0.64. We conclude that 4RCP

z 0.64 is the jamming point of the glassy states with the lowest density, whereas 4C z 0.65 is the

jamming point of the densest glassy state (the ideal glass state).
I Introduction

Numerous authors have demonstrated structural changes in
random packings of monosized frictionless hard spheres (e.g.,
the onset of crystallization) for solid volume fractions 4 ranging
from 0.646 to 0.65, which is sometimes believed to indicate the
random-close packing (RCP) limit or even used as a denition of
the latter.1–6 The fact that packings of monosized spheres are
random up to a density of 4 z 0.65 and start arranging into
crystalline structures for higher densities suggests that an
entropic measure could be helpful in dening, detecting, and
understanding the properties of this transition. Numerous
papers have introduced and utilized entropy for hard-sphere
systems.1,7–19 On the other hand, one of the tools for description
and investigation of packing properties is the pore-size distri-
bution, also called the nearest-surface distance distribution or
void-size distribution; introduced, examined, and applied to
hard-sphere packings in many publications.20–28

The main objective of this paper is to link the packing
entropy to the nearest-surface distance distribution, providing a
better understanding of the latter. The entropic measure that
we derive is numerically robust and can easily be applied to
monodisperse and polydisperse sphere packings, as well as to
non-spherical29,30 particles; furthermore, it does not depend on
a priori parameters (e.g., Debye length,1,17 Planck length,8–10,12 or
others), presenting a convenient and powerful tool for a detailed
sität Marburg, Hans-Meerwein-Strasse,
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analysis of packing properties, including preparation protocol-
specic disorder and structural transitions upon compaction.

In the assumption of equiprobable microstates at a given
packing density7,17,31 the entropy of a packing is the logarithm of
the total number of valid packing congurations described by
particle coordinates and radii, which is proportional to the
probability of nding a valid packing (i.e., without particle
intersections) among all packing congurations. We assume
that the probability of successful insertion of a particle into a
valid packing is equal to the probability of nding a valid
packing among all packing congurations. We subsequently
estimate the probability of a successful particle insertion by
building a pore-size distribution for a packing, tting it with a
Gaussian curve25 and calculating the area under the tail of this
distribution, starting from the mean particle radius. Therefore,
the pore-size entropy also provides deep insight into the tradi-
tional concept of the pore-size distribution; specically, the
logarithm of its tail area equals the entropy of a packing.

To test the validity of this approach we apply the entropy
measure in a wide range of packing density (4 ¼ 0.6–0.7) to
computer-generated monodisperse frictionless sphere pack-
ings, each containing 10 000 spheres residing in a cubic box
with periodic boundary conditions in all directions. Packings
were generated with (i) the Lubachevsky–Stillinger (LS) algo-
rithm,32 (ii) the Jodrey–Tory (JT) algorithm,33,34 and (iii) a force-
biased algorithm (FBA).35,36

The pore-size entropy reveals a pronounced minimum at a
critical density of 4C ¼ 0.647–0.651, in agreement with struc-
tural transition densities reported previously (we will also refer
to this minimum as a “structural transition density”). There still
Soft Matter, 2013, 9, 3361–3372 | 3361
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remains an open question on how this structural transition
density is related to the generally accepted RCP limit (4RCP z
0.64) obtained experimentally and by the direct generation of
jammed congurations.8,11,37–42 In this paper, by the RCP limit
we will understand the innite-pressure limit of the least dense
glassy states,43 which can be obtained by the generation of
mechanically stable packings in the innitely large compres-
sion-rate limit (which indeed produces packings at 4RCP z
0.64).43–45 By jamming we understand collective jamming in
packings of frictionless particles46–49 (equivalent to mechanical
stability,8 isostaticity,10,39–41,46,50–60 and innite pressure in
systems of particles supplied with velocity61).

We will discuss the relationship between the structural
transition density (4C) and the RCP limit (4RCP) in Section IV,
parts C and D. To resolve the issue of the two density estimates
(4C and 4RCP) we amend the Lubachevsky–Stillinger generation
protocol to completely equilibrate sphere packings (i.e.,
conduct molecular dynamics simulations with zero compres-
sion rate until the pressure is stationary) aer every 2 � 104

collisions with compression. This amendment allows system-
atic reproduction of the RCP limit at 4RCP z 0.64 with fast
compressions. We are not aware of any work that recovers both
characteristic packing densities (�0.64 and �0.65) with the
same packing generation protocol.

The last result suggests that the structural transition
observed at 4C ¼ 0.647–0.651 and the RCP limit at 4RCP z 0.64
are distinct phenomena, which cannot be justied by a differ-
ence in the preparation protocols. We explain this observation
on the basis of a picture proposed in a review by Parisi and
Zamponi.43 While 4RCP z 0.64 corresponds to the jammed
congurations of the least dense glassy states (4th in this
review), 4C ¼ 0.647–0.651 corresponds to the jammed congu-
ration of the densest glassy state (4GCP in this review).

We provide an overview of the employed packing generation
methods in Section II; the pore-size entropy measure is derived
and its connection to the pore-size distribution is explained in
Section III; results, discussion, and conclusions are provided in
Sections IV and V.
II Packing generation methods

In this paper, we analyze computer-generated packings, each
containing 10 000 spheres residing in a cubic box with periodic
boundary conditions in all directions. Packings of mono-
disperse frictionless spheres were generated with (i) the Luba-
chevsky–Stillinger (LS) algorithm32 using codes from Skoge
et al.62 and Donev et al.,29 (ii) the Jodrey–Tory (JT) algorithm,33,34

and (iii) a force-biased algorithm (FBA),35,36 which is a modi-
cation of the JT algorithm also used by several other
authors.1,5,11,63

The LS algorithm is, in principle, a molecular dynamics
simulation aiming at absolutely elastic hard sphere movement
modeling, which starts from a random distribution of spheres
in a given simulation box of radius sufficiently small to avoid
sphere intersections. In the course of event-driven molecular
dynamics simulation the particle radii are gradually increased
with a certain expansion rate until the pressure, produced by
3362 | Soft Matter, 2013, 9, 3361–3372
particle momentum, reaches a predened large enough value.
The lower the expansion rate, the denser will be the nal
conguration. For monodisperse particles, the LS algorithm
can easily produce almost perfectly crystalline packings. The
maximal reduced pressure in a packing was 1012 and the
spheres' growth rate varied from 10�5 to 0.2. The total number
of packings generated with the LS algorithm was 230.

The JT algorithm also starts from a random distribution of
sphere (particle) centers in a simulation box. Each sphere is
supplied with an inner diameter chosen to be proportional to
the desired sphere diameter and to make the particles in the
closest pair touch each other with their inner diameter shells,
and consequently to avoid any particle intersections in a
packing. Alternatively, a single inner diameter ratio can be
specied for the entire packing as the ratio of inner diameters to
the desired particle diameters. Similarly, a packing is supplied
with an outer diameter ratio, initially larger than unity (so that
each sphere has an outer diameter proportional to and larger
than the desired one). A common approach for the outer
diameter ratio initialization is to ensure that the total volume of
the particles is equal to the box volume. At each iteration, the
following steps are performed: (i) the pair of particles with the
largest outer diameter intersection is found; (ii) particles of this
pair are spread along their intersection line so that the inter-
section of outer shells is completely removed (but new inter-
sections with other particles may occur); (iii) the outer diameter
ratio is decreased according to some contraction rate; and (iv)
the inner diameter ratio is updated to make particles in the
closest pair touch each other with their inner diameter shells.

In its classical version the JT algorithm terminates when the
outer diameter ratio is equal to the inner diameter ratio; the
lower the outer diameter ratio contraction rate, the denser
becomes the nal conguration. In the current paper we use a
modied termination condition for JT packings and stop the
generation when the inner diameter ratio is equal to unity,
which allows us to achieve the exact required density. We chose
the contraction rate (k in the original paper33) to be 10�5. The
algorithm can easily produce monodisperse packings up to the
structural transition density 4C. To overcome this limit we
restarted the generation several (up to 20) times using the
particle positions from the previous run as the starting
conguration.

The FBA is a modication of the JT algorithm, which can be
classied as a “collective rearrangement” method. The initial
distribution of particles is also random and particles are
supplied with inner and outer diameters of the same meaning.
Particles are also supplied with elastic potential (usually of the
third order by the overlap distance),36 which is cut-off at the
outer particle shell. Therefore, it is possible to compute particle
forces (of the second order by the overlap distance) between
each particle pair with intersecting outer shells, as well as net
forces for each particle. The iteration proceeds as follows: (i) all
the particle forces and net forces for each particle are deter-
mined; (ii) all particles are displaced by distances proportional
to their net forces and in the direction of net forces; (iii) the
outer diameter ratio is decreased according to some contraction
rate; and (iv) the inner diameter ratio is updated so that inner
This journal is ª The Royal Society of Chemistry 2013
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Fig. 1 A random packing of 10 000 monosized spheres at a solid volume frac-
tion of 4 ¼ 0.64, generated with the force-biased algorithm.
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diameter shells of the particles in the closest pair touch each
other. In this paper, we modify a standard termination condi-
tion for the algorithm and stop the generation when one of the
two criteria is satised: (i) the outer diameter ratio is equal to
the inner diameter ratio; or (ii) the inner diameter ratio is equal
to unity (if the rst condition has not yet been met). The lower
the outer diameter ratio contraction rate, the denser the nal
conguration; in contrast to the JT algorithm this algorithm can
easily overcome the structural transition density 4C of mono-
disperse sphere packings.

The parameters of the FBA were the following (notation
taken from Bezrukov et al.36): force scaling factor, r¼ 0.5; values
of s control the nal density and span from 4 � 103 to 7 � 106.
The total number of packings generated with the FBA was 230.
An exemplary sphere packing at a packing density of 4 ¼ 0.64 is
presented in Fig. 1.

Here, we point out a connection between the FBA and energy
minimization protocols used in many papers.39–41,50,52 In these
protocols, the particles are supplied with elastic potential and
are initially placed randomly in a simulation box. The following
steps are performed on each iteration of the algorithm: (i) parti-
cles are displaced to nd local minima of the elastic energy
associatedwith intersections employing a standard optimization
method, and (ii) thebox is expanded todecreaseparticle overlaps.

A decrease of the outer diameter ratio in the FBA is equiva-
lent to a box expansion in energy minimization protocols.
Furthermore, the displacement of particles in the direction of
net forces in the FBA can be interpreted as the simplest version
of potential energy minimization through the steepest descent
method. Therefore, the FBA corresponds to simultaneous box
expansion and intersection energy minimization and, in prin-
ciple, is very similar to energy minimization protocols.
III Pore-size entropy

In this section a new method for calculation of the granular
matter entropy (called pore-size entropy) is introduced. It can be
easily applied to monodisperse and polydisperse hard-sphere
packings as well as to packings of non-spherical29,30 particles.
This journal is ª The Royal Society of Chemistry 2013
Furthermore, it does not depend on a priori parameters (e.g.,
Debye length,1,17 Planck length,8–10,12 or others) and allows us to
directly analyze packing properties like structural transition
and packing protocol-specic disorder.

We now provide an overview of the derivation of the entropic
measure. In the assumption of equiprobable microstates at a
given packing density7,17,31 the entropy of a packing is the loga-
rithm of the total number of valid packing congurations
describedbyparticle coordinates and radii,which is proportional
to the probability of nding a valid packing (i.e., without particle
intersections) among all packing congurations.We assume that
the probability of successful insertion of a particle into a valid
packing is equal to the probability of nding a valid packing
among all packing congurations. We subsequently estimate the
probability of a successful particle insertion by building a pore-
size distribution for a packing, tting it with a Gaussian curve25

and calculating the area under the tail of this distribution,
starting from the mean particle radius. Thus, this measure also
provides deep insight into the traditional concept of pore-size
distribution; specically, the logarithm of its tail area equals the
entropy of a packing. We start the derivation from monosized
packings and extend the idea to polydisperse packings.
A Phase space description

Each packing conguration of N monosized particles can be
represented as a point in a 3N-dimensional packing phase space
(3 coordinates per particle center). For packing box sides Lx, Ly,
and Lz, respectively, the total phase space volume equals Vtot ¼
(LxLyLz)

N. If a given point in the phase space corresponds to at
least one physical overlap between particles, it is unavailable.
The true Gibbs entropy of an N-particle packing ensemble with
a given density is determined by the volume of the phase space
available to the packings. The structure of basins of attraction
for available states in small packings of hard particles has been
studied in several recent papers.64,65

To construct the entropy, we uniformly discretize the entire
phase space byM points, for example, through discretization of
each of the packing box dimensions by Mx, My, and Mz points,
respectively, in which case M ¼ (MxMyMz)

N. With the assump-
tion of equiprobable system microstates,7,17,31 the entropy S of
the packing ensemble is calculated as

S ¼ ln(Mavail) ¼ ln(Mpavail) ¼ ln(M) + ln( pavail), (1)

whereMavail is the total number of valid phase space points and
pavail is the probability of encountering an available state in the
phase space (the density of available states).

To assess relative entropy values we do not need the constant
term ln(M) in the computation, as it does not depend on the
packing protocol, packing volume fraction, particle size distri-
bution, etc., which leads to

Savail ¼ ln(pavail), (2)

thus allowing innitely precise discretization. We add a
subscript “avail” to the entropy to emphasize that it is a
contribution to the entropy and will bear negative values.
Soft Matter, 2013, 9, 3361–3372 | 3363
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This formula can be treated without the notion of entropy as
follows: the phase space region for a packing of a given size is
characterized by the probability of encountering an available
hyperpoint in that region, which we assess through the loga-
rithm in eqn (2).

We point out a distinction between a “strong” form of the
equiprobability assumption and a “weak” one. The strong form
implies that valid packing congurations in the entire range of
density are equally probable (i.e., the phase space has an addi-
tional dimension of packing density or particle diameter); the
weak form implies that packing congurations are equiprob-
able for any given density, though conguration (microstate)
probabilities for different densities may not be equal. The
discussion in the present paper relies on the weak form of the
equiprobability assumption, whereas congurations for
distinct densities may have drastically different probabilities.

We note that different protocols may yield distinct entropy
values even if the equiprobability assumption holds for each of
the protocols. This may happen if the protocols sample
different subregions of the phase space and can reach different
numbers of valid congurations, though valid reachable
congurations for each of the protocols are equiprobable.

B Slicing assumption

Each packing of N monosized particles can be viewed as a
3-dimensional slice of a 3(N + 1)-dimensional packing phase
space of N + 1 particles, with 3 coordinates of the last particle
le unconstrained.

This slice may be viewed as a 3(N + 1)-dimensional thin layer
in a phase space, given that the rst N particles are allowed to
change their coordinates slightly by the discretization length.
The volume of this layer is Vlayer ¼ LxLyLz(LxLyLz/MxMyMz)

N.
As far as the packings are random and uniform, we predict

that the probability pavail of encountering an available hyperstate
in this thin hyperlayer is very close to the one computed from the
entire phase space (if the number of particles in the packings is
sufficiently large). In other words, the density of available states
in the hyperlayer is equal to the density in the entire packing. As
far as the rst N particles have no intersections and their coor-
dinates are xed, and just the last particle can be moved, each
available hyperstate actually corresponds to the successful
insertion of the (N + 1)th particle in the packing of N particles.

Thus, one can estimate pavail by taking a computer-generated
packing and trying to insert a test particle in the voxels of the
discrete mesh of MxMyMz points (equivalent to the successful
estimation of the insertion probability, pinsert), which yields

pinsert ¼ pavail. (3)

This procedure is still numerically challenging and depends
on the discretization. The slicing assumption reects a tradi-
tional approach in statistical physics, when properties of the
system ensemble are determined from a single large enough
system.

If it turns out that the weak form of the equiprobability
assumption does not hold in the thermodynamic limit, the
entropy computed by a single packing will be distinct from the
3364 | Soft Matter, 2013, 9, 3361–3372
true entropy computed as S ¼ �Ppilog(pi), where the sum is
taken over all the packing states and pi is the state probability.
Instead, the entropy will reect the value for the phase space, as
if it were constructed from the equiprobable congurations
which are very similar in structure to the current packing (so the
current packing is a typical one). The discrepancy between
actual and estimated entropies will depend on the probability
distribution. Even in this case the measure that we will derive
may serve as a convenient tool for investigation of the packing
microstructure.

We are unable to restrict packing congurations accounted
for in the entropy values only to jammed congurations due to
the slicing assumption; therefore, the entropy will be comprised
of congurational and vibrational contributions, i.e., mechan-
ically stable and unstable, but still valid, congurations will be
counted to give the entropy value.
C Insertion probability

The following method for estimating the insertion probability
was derived.We randomly generate a sufficient number of points
uniformly inside the packing and determine the maximum
radius of a sphere to be inserted at a given point by the distance
from the nearest particle surface. If a point resides inside an
initially generated particle, the insertion radius is still equal to
the distance from the surface, but it carries a negative sign.

If the coordinates of such a random point are r, the nearest
neighbor center coordinates are rneigh, and the nearest neighbor
radius is R, the insertion radius is rinsert ¼ ||r � rneigh|| � R.
Then we build an insertion radii distribution for the entire
packing and estimate the probability density function fpore(r) of
successful insertion of a sphere with a given radius. This
distribution is described in many papers as the pore-size
distribution.20–28

The probability of successful insertion of a sphere with
radius rinsert is given by the tail area of the pore-size distribu-
tion, starting from rinsert:

pinsertðrinsertÞ ¼
ðN

rinsert

fporeðr0Þdr0: (4)

We follow the work of Schenker et al.25 and approximate the
pore-size distribution with a standard Gaussian curve

fporeðrÞzC
1

s
ffiffiffiffiffiffi
2p

p exp
ðr� mÞ2
2s2

; r. 0; (5)

pinsertðrÞzC
1

2

 
1� erf

�
r� m

s
ffiffiffi
2

p
�!

; r. 0; (6)

where m and s are parameters determined from the tting of the
pore-size distribution (obtained numerically). Standard distri-
bution tting techniques are inapplicable, as normal distribu-
tion is not exposed for the entire range of radius, just for pores
with positive radii. Thus, one can use maximum likelihood
tting for normal distribution truncated above zero.66 Another
possibility is to use a quadratic least-squares t over the loga-
rithm of the experimentally measured pore-size distribution.
This journal is ª The Royal Society of Chemistry 2013
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Fig. 3 Pore-size entropy (eqn (12)) vs. packing density for monodisperse sphere
packings generated with the Lubachevsky–Stillinger algorithm (B), a force-
biased algorithm (+), and the Jodrey–Tory algorithm (,).
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Polynomial coefficients can easily be converted into Gaussian
distribution parameters aerwards.

The normalization constant C in eqn (5) and (6) originates
from the fact that some pore centers will be generated inside
existing particles. As far as the probability of generating a
random point in the interparticle void space, i.e., between
particles, is equal to the packing porosity (interparticle void
volume fraction), 3 ¼ 1 � 4, the normalization factor satises
the equation

ðN
0

fporeðrÞdr ¼ C

ðN
0

1

s
ffiffiffiffiffiffi
2p

p exp
ðr� mÞ2
2s2

dr ¼ 3: (7)

The insertion probability estimate pinsert can be applied to
both monodisperse and polydisperse packings.

Fig. 2 shows pore-size distributions for LS-generated random
packings ofmonodisperse particles at different packingdensities
(4 as indicated), alongside with their Gaussian ts (the particle
radius for all packings is 0.5 a.u.). The t quality is very good, but
decreases at increasing4; coefficients of determinationR2 for the
ts in Fig. 2 (computed for distribution tails with pore radii larger
than0.2 a.u.) are 0.9999, 0.9988, 0.9980, and0.9797 in theorderof
increasing 4. The reason underlying this trend is that the pore-
size distributions are not perfectly Gaussian (eqn (5)); this devi-
ation increaseswith the packing density.We note in advance that
the slight deviations of radii distributions from a perfect bell
shape explain thenoise in thepore-sizeentropyplots forpackings
denser than 4C ¼ 0.647–0.651 in Fig. 3.

D Packing entropy

Finally, for monodisperse sphere packings with particle radius
r0 the entropy is computed by combining eqn (2), (3), and (6)

Savail ¼ lnð pavailÞ ¼ ln
�
pinsertðr0Þ

� ¼ ln

 
C
1

2

�
1� erf

�
r0 � m

s
ffiffiffi
2

p
��!

:

(8)

Eqn (8) shows that the entropy of a packing is the logarithm
of the pore-size distribution's tail area (starting from the
Fig. 2 Probability density functions for pore radii distributions (solid green lines) and
panel: log–linear scale. Packing densities 4 along the direction of the arrow: 0.6, 0.
algorithm. Pore radii were normalized with respect to the particle diameter.

This journal is ª The Royal Society of Chemistry 2013
particle radius) and thereby relates the pore-size distribution to
packing entropy.

One can estimate the entropy easily even without tting of
the pore-size distribution as follows. The probability of insert-
ing a particle in a dense packing is extremely low. Therefore, we
may substitute the complementary error function from eqn (6)
with the rst term of its asymptotic expansion:67

1� erfðxÞz e�x2

x
ffiffiffiffi
p

p : (9)

Consequently,

Savail ¼ lnðpinsertðr0ÞÞzln

�
1

2
ffiffiffiffi
p

p
�
þ lnðCÞ� ln

�
r0 � m

s
ffiffiffi
2

p
�

� 1

2

�r0 � m

s

�2
: (10)

Typical values for the tting parameters (measured in
particle diameters, so that r0 ¼ 0.5) are m ¼ �0.057 and
s ¼ 0.085, and a typical value for the normalization constant is
their best fits with Gaussian curves (dashed red lines). Left panel: linear scale, right
6303, 0.6658, 0.7. The packings were generated with the Lubachevsky–Stillinger

Soft Matter, 2013, 9, 3361–3372 | 3365
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C ¼ 2, while a typical entropy value is Savail ¼ �25. Therefore,
the last term in eqn (10) is by an order of magnitude larger than
the other ones, so we can approximate the entropy as

Savail ¼ ln
�
pinsertðr0Þ

�
z� 1

2

�
r0

s

�2

: (11)

Subsequently, we try to compute the insertion probability for
particles with smaller radius and to link it to the entropy. Let the
smaller radius r be different from the initial particle radius r0 by
the factor a, r0 ¼ ar, then

Savail ¼ ln
�
pinsertðr0Þ

�
z� 1

2

�r0
s

�2
¼ � 1

2

�ar
s

�2
¼ �a2 1

2

�r
s

�2
za2ln

�
pinsert

�r0
a

��
: (12)

If there are enough generated pores with a radius larger than
r0/a, we can estimate the insertion probability directly by
dividing the number of large-enough pores by the total number
of pores and substitute it into eqn (12). This approach benets
from the absence of a distribution tting, which affects entropy
values signicantly, as far as pinsert(r0) is very low. In our
simulations we have found that a ¼ 2 is sufficient and provides
the best trade-off between the required number of large pores
and the deviation from eqn (8).

It is straightforward to extend the above formalism to
packings of polydisperse particles by using four dimensions per
particle in the phase space: three for the particle center coor-
dinates and one for the particle radius. The dimensionality of
the phase space of N-particle-packing ensembles is therefore 4N
and the total phase space volume for the packings is Vtot ¼
(LxLyLzRmax)

N, where Rmax is the largest particle radius sup-
ported by the particle size distribution. Eqn (2) still holds, as
well as the slicing assumption, although each packing of N
polydisperse particles now represents a four-dimensional slice
of the phase space, and to estimate the available states density
we should try to insert particles of random radii (according to
their size distribution) in each point inside the packing. The
insertion probability can be approximated with the pore-size
distribution as follows

pinsert ¼
ðN
0

pinsertðrÞ fsizeðrÞdr; (13)

where pinsert(r) is determined using eqn (4) and (5), and fsize(r) is
the probability density function of the particle radii distribu-
tion. The entropy of polydisperse packings is thus equal to

Savail ¼ ln

ðN
0

C
1

2

�
1� erf

�
r� m

s
ffiffiffi
2

p
��

fsizeðrÞdr: (14)

It is also feasible to estimate the probability pavail of available
packing congurations by trying to insert a particle with
number-mean radius into a polydisperse packing, i.e., to
calculate the entropy of polydisperse packings using eqn (8) or
(12), with r0 as the number-mean particle radius.
3366 | Soft Matter, 2013, 9, 3361–3372
IV Results and discussion
A Pore-size entropy

We now apply the pore-size entropy measure to several types of
monodisperse sphere packings (generated as described in
Section II) covering a wide range of packing volume fractions 4
(Fig. 3). The pore-size entropy is computed using eqn (12) with
a ¼ 2. The total number of randomly inserted points used for
the construction of the pore-size distribution was 107 for each
packing. We did not remove rattler particles32 from jammed
congurations, though we veried that recursive removal
(without updating the packing density56,59) of rattler particles
with less than four contacts,59,62,68 which is a minimum number
required for mechanical stability, inuences the results insig-
nicantly and we therefore do not present separate plots.

Expectedly, the pore-size entropy in Fig. 3 initially decreases
with increasing 4, as the amount of available packing congu-
rations decreases due to the higher probability of particle
intersections. The entropy reaches a profound local minimum
for all packing types at a critical density of 4C ¼ 0.647–0.651.
This density is associated with the minimal number of available
states that can be reached in the course of a physical packing
preparation protocol. Indeed, a packing preparation process
can be interpreted as moving a point of the complete packing
description in amultidimensional phase space. It is tempting to
attribute this density 4C to the RCP limit, but we postpone this
discussion until Section IV, part C.

The local minimum at 4C ¼ 0.647–0.651 in Fig. 3 is followed
by a strong entropy increase upon further compaction of the
packings, which is usually explained by the emergence of crys-
talline regions and releasing portions of the phase space avail-
able for new packing congurations.1 This is due to at least two
mechanisms: (i) there is a certain freedom in shiing the
particles in crystalline congurations (which is sometimes
called vibrational entropy;43 it is well known that the vibrational
entropy for crystals is higher than that for random structures,
e.g., liquids); (ii) the existence of crystalline subregions of
higher density allows other packing subregions to form random
microstructures. That is why packings are considered to be in a
coexistence region for densities above 4C.11,43

Finally, the pore-size entropy in Fig. 3 starts decreasing again
at higher packing densities (beyond 4z 0.68). It corresponds to
the exhaustion of available packing congurations, which were
released aer the onset of the crystallization process. Indeed, if
a particle resides in a dilute crystalline packing, it can be shied
slightly, thus exploring the phase space. Aer packing
contraction the given particle can be shied only by a smaller
distance, which indicates a lower number of available states.
B Comparison with other measures

For a better interpretation of the results in Fig. 3, we present in
Fig. 4 several other well-known measures that were computed
for the same packings. First, we construct Voronoi volumes
around particle centers and record their standard deviation
(Fig. 4a).8,69 The structural transition is determined by the local
minimum of the density–measure plot. Second, the entropy is
This journal is ª The Royal Society of Chemistry 2013
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computed over the given Voronoi volumes according to the hard
spheres' statistical mechanics formalism1,6,17 (Fig. 4b). Similarly,
the local minimum of the function exposes the structural
transition. Third, we analyze a local bond-orientational order
measure Qlocal

6 (Fig. 4c),70 used in several papers.11,46,63,71 A steep
increase of order indicates the structural transition. Finally, we
utilize the geometrical coordination number metric z (Fig. 4d),11

also employed and investigated in several publications.54,56,72 To
estimate the number of geometrical contacts in a packing we
contract the packing uniformly with a linear strain rate equal to
10�3 and count particle intersections introduced during
contraction. For the coordination numbers the structural tran-
sition should be tracked from the start of the plateau, when z
approaches 6 (the coordination number for isostatic packings
of frictionless particles), which indicates the frictionless
jamming transition.

All of the complementary measures (Fig. 4) demonstrate
good coincidence with the results from the original papers and
also expose the structural transition at critical packing densities
of 4C ¼ 0.647–0.651, with the exact value depending on the
actual measure, the packing type, and some uncertainty
resulting from noise.

We point out a very similar behavior of all the entropy-like
measures: of pore-size entropy in Fig. 3, of the Voronoi volumes
standard deviation in Fig. 4a, and of the Voronoi volumes
entropy in Fig. 4b. The measures decrease as 4 is increased up
to 4C, increase in the coexistence region, and thereaer start
decreasing again. The reasons for this behavior were analyzed
above for the pore-size entropy. The similarity between pore-size
entropy and the Voronoi volumes entropy may explain the
interdependence between the Voronoi volumes' distribution
shape parameter “k” and the pore-size distribution's standard
deviation.25

The different packing types we used (LS, JT, and force-biased
algorithms) demonstrate signicantly different values for most
of the measures below 4C (Fig. 3 and 4). All entropy-like
measures and the local bond-orientational order measure show
Fig. 4 Complementary packing measures vs. packing density 4 applied to the
samemonodisperse sphere packings as in Fig. 3 generated with the Lubachevsky–
Stillinger algorithm (B), a force-biased algorithm (+), and the Jodrey–Tory algo-
rithm (,). (a) Standard deviation of Voronoi volumes; (b) entropy of Voronoi
volumes; (c) local bond-orientational order; and (d) geometrical coordination
number.

This journal is ª The Royal Society of Chemistry 2013
that LS packings are the most disordered ones among the
studied packing types (i.e., the entropies and Voronoi volumes
standard deviations are the highest; local bond-orientational
order is the lowest); JT packings are the least disordered pack-
ings, and FBA packings have intermediate disorder. It means
that the different packing generation protocols result in
different microstructures. This is very important, because the
packing microstructure affects ow and mass transport in the
packings, as visualized in the effective diffusivity (or diffusive
tortuosity) and hydrodynamic dispersion, as well as the elastic
(and other bulk) properties of the packings.25,26,69,73–78 Moreover,
the differences in the pore-size entropy values for monodisperse
packings at identical packing densities demonstrate that the
pore-size distribution depends on the packing microstructure
(thus, on the packing generation protocol) and cannot be
approximated with a function that depends only on the packing
density, e.g., using Carnahan–Starling or Percus–Yevick equa-
tions of state.20–22

Another remarkable feature of these sphere packings, which
were generated with different packing protocols, is the simi-
larity of measure values at densities above 4C (Fig. 3 and 4). This
supports the idea that the behavior of the packing properties
becomes indistinguishable at this critical density and beyond.50

Unsurprisingly, the origin of a packing regarding its generation
protocol ultimately disappears.

The differences in pore-size entropy observed for the
different packing types at identical packing densities below 4C

in Fig. 3 can be explained in terms of the geometrical coordi-
nation number. The slope of the density–entropy plot indicates
the depletion rate at increasing packing density of the phase
space volume available for the packings. The more near-
neighbors the particles have in a packing, the more restrictions
are imposed on the particle movement, and the less possibili-
ties exist for contracting the packing of a given density to reach
a slightly higher density, i.e., the less phase space paths
emanate from the current packing hyperstate in the phase
space. Thus, packings with higher geometrical coordination
number should exhibit a more negative slope in their density–
entropy plot. As far as the pore-size entropy plots converge to the
same value at 4C for all packing types in Fig. 3, we conclude that
packings with higher geometrical coordination number should
have higher entropy values (and any other disorder measures)
for densities below 4C. This behavior is indeed reported for the
cases in Fig. 3 and 4.

An important consequence of the applicability of the pore-
size entropy is the justication of the slicing assumption
explained in Section III. As long as the pore-size distribution
approach reproduces the expected entropy behavior, we may
conclude that each packing of N particles represents a slice in
the phase space of the N + 1 particles, and the density of
available states of this slice is equal to that of the available
states of the whole packing phase space (eqn (3)).

Of course, sphere packings in the entire range of density can
also be constructed from a perfectly crystalline conguration
just by an appropriate decrease of the particle diameter. In this
case, pore-size entropy will be monotonically decreasing. The
observed non-monotonic behavior in Fig. 3 is explained in the
Soft Matter, 2013, 9, 3361–3372 | 3367
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following way: up to 4C the phase space is dominated by the
basins of attraction of random congurations and any algo-
rithm, starting its operation from a random particle distribu-
tion, will hardly encounter an ordered packing. Above 4C, the
coexistence region starts and the basins of attraction of crys-
talline congurations occupy a signicant amount of the phase
space (compared to the random congurations). As a conse-
quence, sufficiently large packings will be composed of both
ordered and disordered subregions, representing the coexis-
tence phenomenon. The calculated total entropy value will be
comprised of entropies from ordered and disordered regions
weighted by their relative volumes.79

One can consider an entire packing as a large number of
smaller sub-packings, each of them probing a phase space with
lower dimensionality. We can roughly estimate the number of
independent smaller packings in a large one by employing a
pair-correlation function.11,43,80 If we assume that the correla-
tions disappear at a distance of three particle diameters, the
volume of an independent sub-packing is 4/3 � p(6r0)

3. The
total volume of a packing of 10 000 particles with 4 ¼ 0.64 is
10 000 � 4/3 � pr0

3/0.64. Therefore, the number of indepen-
dent sub-packings is 72, which provides sufficient statistics for
probing both crystalline and random phase space regions.
C Random-close packing limit

It is tempting to attribute the critical density 4C ¼ 0.647–0.651
to the RCP limit, as the pore-size entropy has a profound
minimum in this interval, indicating a minimal amount of
available states (Fig. 3). Yet, these densities differ somewhat
from the generally accepted RCP limit 4RCP z 0.64 obtained in
experiments and by direct generation of jammed congura-
tions,8,11,37–42 but they are close to the claimed RCP limit 4 ¼
0.646–0.65 detected by structural changes in packings (e.g., as
analyzed from the local entropy minimum or onset of crystal-
lization),1–6 which is also supported theoretically.81 The density
for mechanically stable packings of almost frictionless parti-
cles, reported by Briscoe et al.12 (cf. Fig. 2 in that paper), is also
Fig. 5 The Lubachevsky–Stillinger algorithm applied with slow compression to pac
(a) Final vs. initial packing densities: unjammed packings below the RCP limit (blue sq
(green crosses); 4final ¼ 4initial reference line (dashed black line). Solid lines are least-
density for selected packings in the course of slow compression with the Lubachev

3368 | Soft Matter, 2013, 9, 3361–3372
larger than 4RCP z 0.64 and actually equal to 0.645. However, it
may happen that a structural transition in a packing, e.g., as
indicated by the local entropy minimum in Fig. 3, reects a
phenomenon that is unrelated to the RCP limit and occurs at a
density slightly above 4RCP.3

In pursuit of a better understanding of these observations we
examine the LS packings under fast compressions. It is argued
that monosized packings in the course of fast compressions (or
fast quenching in energy minimization protocols) should avoid
crystallization and jam at 4RCP.40 Still, LS packings seem to jam
in a wide range of density even for fast compressions.62 Another
problem with jamming of LS packings is that these packings at
low densities have coordination numbers as low as 4, meaning
that they are not yet jammed (cf. Fig. 4d), though Salsburg and
Wood61 showed analytically that isostaticity of a subset of
particles in a packing (excluding rattler particles) is a necessary
condition for innite pressure. To address these points we
follow the idea of Skoge et al.62 and additionally densify
packings obtained with the LS protocol in the density range of
4initial ¼ 0.635–0.65 (compression rates span from 1.2 � 10�2 to
2.5 � 10�4, respectively). The densication is accomplished by
applying the LS protocol to these packings again, but now with a
low compression rate (10�5), which would lead to crystalline
congurations if used from the very beginning of the packing
generation. The dependence of the nal packing densities on
the initial ones is shown in Fig. 5a (different symbols represent
different regimes discussed below). It demonstrates that pack-
ings with 4initial < 0.64 (below the usually accepted RCP limit)
can be compressed further to reach densities in the interval
4nal ¼ 0.641–0.644, which is indeed very close to 4RCP.

To understand the densication process better, we plot the
reduced pressure in several packings in the course of slow
compression in Fig. 5b. All the lines should be tracked from le
to right, and the lemost point of each line represents the initial
density and pressure. We notice that the pressure rapidly drops
in all cases, then recovers and nally reaches the termination
value (1012) again. The pressure drop happens due to the
packing equilibration during slow compression, meaning that
kings initially generated with the same algorithm, but under faster compressions.
uares), jammed packings above the RCP limit (red circles), and intermediate regime
squares quadratic fits for data of the corresponding color. (b) Pressure vs. packing
sky–Stillinger algorithm. Colors and symbols correspond to panel (a).

This journal is ª The Royal Society of Chemistry 2013

http://dx.doi.org/10.1039/c3sm27374a


Paper Soft Matter

D
ow

nl
oa

de
d 

by
 U

ni
ve

rs
ity

 o
f 

M
ar

bu
rg

 o
n 

08
/0

4/
20

13
 0

9:
25

:3
3.

 
Pu

bl
is

he
d 

on
 1

1 
Fe

br
ua

ry
 2

01
3 

on
 h

ttp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/C
3S

M
27

37
4A

View Article Online
packing structures aer fast compressions are out of equilib-
rium. During equilibration particles collide and ll the packing
space more evenly to increase the average cage size per particle
and reduce the number of collisions per unit time. The slower is
the compression during the generation of the initial LS pack-
ings (and the higher 4initial), the smaller is the pressure drop,
because slower compressions produce better equilibrated
packings.

The presented picture resolves an apparent controversy with
the LS algorithm: a necessary and sufficient condition for
innite pressure in hard-sphere packings is isostaticity,61

though for low densities the LS packings expose coordination
numbers as low as 4 and still possess very high pressure at the
algorithm termination (Fig. 4d). We have shown in Fig. 5b that
this pressure represents non-equilibrium and should not be
used either for the tracking of jamming or for the estimation of
jamming densities, as done in several papers.13,62,82 Instead, the
packings should be preliminarily equilibrated at zero (or a very
low) compression rate. We also veried that the average number
of contacts per sphere computed at a strain rate of 10�4 is 5.9 < z
< 6 for all the densied packings, if rattler particles with less
than four contacts were recursively removed. The pressure drop
also explains the ability to further compress packings with
4initial < 0.64, which initially seemed to be jammed and kineti-
cally arrested.

We notice that the lower the 4initial (if it is below 0.6405), the
higher the 4nal, i.e., the blue-square data in Fig. 5a have a
negative slope (the least-squares quadratic t is shown as a solid
blue line). The blue-colored pressure plots shown in Fig. 5b also
demonstrate this tendency. It can easily be explained assuming
that trapping of a packing in the least dense glassy states (4d in
the review by Parisi and Zamponi,43 Fig. 4) happens at a density
of 4 z 0.64. Packings that start the slow compression at lower
densities have more time for structural rearrangement (before
they reach 4d) and can longer avoid trapping in the glassy states
above 4d.

Data in Fig. 5a for 4initial $ 0.644 (red circles) almost
coincide with the 4nal ¼ 4initial reference (dashed black line).
It means that packings are already kinetically arrested in glassy
states, though pressure drops still take place due to the non-
equilibrium structure of the packings (red lines in Fig. 5b). We
also veried that the lowest pressure value for quasistatic
compressions of all packings in Fig. 5 is equal to the stationary
reduced pressure. To determine the latter, we equilibrated
packings by performing sets of 2 � 104 collisions with zero
compression rate in a loop until the relative difference of
reduced pressures in the last two sets is less than 10�4.
Therefore, packings with 4initial $ 0.644 are nearly jammed
also by pressure criteria (as we mentioned, according to Sals-
burg and Wood61 packings close to jamming should exhibit
very high stationary reduced pressure; the lowest pressure for
4initial $ 0.644 in Fig. 5 is larger than 104, which we consider as
sufficiently high). The proximity to jamming can be veried by
the equation of state for hard spheres of Salsburg and Wood,61

p ¼ d/(1 � 4/4J), where p is the stationary reduced pressure, 4
is the current packing density, 4J is the closest jamming
density achievable from the given packing conguration
This journal is ª The Royal Society of Chemistry 2013
(which we would like to estimate), and d is the dimensionality
of the system. We obtain 4J ¼ 4/(1 � d/p) z 4(1 + d/p). 4J for
4initial ¼ 0.644 is �0.6442. We note that the method for testing
mechanical stability by pressure is equivalent to the dynamical
matrix test41 or linear programming methods49 due to the
results of Salsburg and Wood.61 The benet of the pressure test
lies in our ability to explicitly estimate the quality of the
threshold by assessing the difference between expected
jamming densities and actual densities of the packings we
consider as jammed (through the equation of state by a given
threshold, as just done for 4 ¼ 0.644).

The remaining part of the plot in Fig. 5a (green crosses) lies
in the density range [0.6405, 0.644). This plot does not coincide
with the 4nal ¼ 4initial line (packings are not yet kinetically
arrested), but has a positive slope smaller than unity (the least-
squares quadratic t is depicted by a solid green line). The lower
the 4initial, the larger the difference between 4nal and 4initial

(see also the green lines in Fig. 5b). At least one of the following
two scenarios is possible, or both are taking place: (i) the
packings are initially trapped in glassy states and slightly rear-
range due to equilibration to ll the space more evenly, which
provides opportunities for further densication and kinetic
arrest; and (ii) packings do not initially reside in glassy states
and become trapped in the course of densication. Packings
with higher 4initial are trapped earlier, which may happen
because the higher is the density, the closer is the packing
structure to glassy states, and the density of glassy states in the
phase space increases with the packing density. To determine
the actual scenario it is necessary to compare the packing
structures before and aer densication by, e.g., Delaunay
network graph isomorphism12 or the distance between packing
congurations in the phase space (normalized to a single
density). However, this is beyond the scope of the present paper.

Our analysis suggests that 4d as well as 4RCP (innite-pres-
sure limit of 4d) are close to 0.64. The problem with the tradi-
tional LS algorithm is that fast compressions terminate too
early due to the non-equilibrium pressure excess and slow
compressions are able to reach densities above the RCP limit
due to crystallization. To improve our 4RCP estimate, we modi-
ed the LS generation procedure and aer every 2 � 104 colli-
sions with compression we completely equilibrate the packings.
The equilibration is done by performing sets of 2 � 104 colli-
sions with zero compression rate in a loop until the relative
difference of reduced pressures in the last two sets is less than
1%, so the pressure is stationary. When a packing is equili-
brated we perform collisions with compression again. We
terminate the generation process when the stationary reduced
pressure is high enough (1012).

Two sets of data were generated with this modication: six
packings with a compression rate of 0.04 and six packings with a
compression rate of 0.1; previously generated LS packings in the
density range 4 ¼ 0.62–0.623 were used as starting congura-
tions. All of the packings jam in the density range 4 ¼ 0.639–
0.641 and are indeed nearly isostatic (i.e., the average number of
contacts per sphere computed at a strain rate of 10�4 is 5.98 < z <
6, if rattler particles with less than four contacts are recursively
removed). This clearly corresponds to the usually accepted
Soft Matter, 2013, 9, 3361–3372 | 3369
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Fig. 6 Pore-size entropy vs. packing density for three types of Lubachevsky–
Stillinger (LS) packings: original data from Fig. 3 (+); packings densified with slow
compression (B); and packings used to estimate the RCP limit with the modified
LS algorithm (,).
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estimate of the RCP limit and is also consistent with our previous
discussion. The RCP limit estimates for the two datasets with 5%
condence intervals are respectively 4RCP¼ 0.6401� 0.0008 and
4RCP ¼ 0.64 � 0.0005. Both datasets are found to belong to the
same distribution and we estimate the RCP limit from the
combined data to be4RCP¼ 0.6401� 0.0004.We are not aware of
such a precise RCP limit estimation for the LS protocol. Our
approach also benets greatly from the ability to recover both
characteristic densities (�0.64 and�0.65) for the same protocol
(Lubachevsky-Stillinger algorithm),whichhasnot yet beendone,
to our knowledge. We conjecture that in the thermodynamic
limit any single packing generation with the modied LS algo-
rithm will terminate at 4RCP.40 We have also already shown an
explicit way to produce jammed packings above 4RCP (though
the LS algorithm by itself produces jammed packings only for
4 $ 0.644): one needs to further densify packings of lower
densities by slow compression (as in Fig. 5).

To complete the discussion on these additionally generated
packings, we plot pore-size entropy vs. packing density in Fig. 6
for LS packings densied with the slow compression (“Densi-
ed LS packings”, see also Fig. 5), as well as for the packings
used to estimate the RCP limit by employing the modied LS
algorithm (“Modied LS”). We also depict entropies for the
packings from the original LS algorithm (see Fig. 3) for a better
interpretation. Unsurprisingly, densied packings for 4$ 0.644
(cf. red circles in Fig. 5) have their entropy unchanged in
comparison to the original LS packings, as their density and
structure are retained. Densied packings with a nal density
below 0.644 (blue squares and green crosses in Fig. 5) and
packings from the modied algorithm have entropies slightly
above those for the original LS packings (Fig. 6). This agrees
with our prediction from Section IV, part B, where it was stated
that “packings with higher geometrical coordination number
should have higher entropy values for densities below 4C”.
Indeed, the densied LS packings andmodied LS packings are
truly isostatic, whereas the original LS packings with 4 < 0.644
are not isostatic.
3370 | Soft Matter, 2013, 9, 3361–3372
The results in Fig. 6 also show that the RCP limit conforms to
the “maximally random jammed state” denition.47 Indeed,
randompackings (i.e., without crystalline regions) havedensities
below 4C z 0.65, and random jammed packings occupy the
density range from 4RCP to 4C. The maximally random state of
these random jammed states has a density 4RCPz 0.64, because
entropy decreases in this density range, as depicted in Fig. 6.
Therefore, the denition of the RCP limit we use in this paper is
equivalent to the maximally random jammed state denition.
D Structural transition

We conclude that the critical density of the structural transition
4C ¼ 0.647–0.651, as determined by the pore-size entropy
(Fig. 3) and the complementary measures (Fig. 4), does not
represent the density of the RCP limit dened via the innite-
pressure limit of the least dense glassy states.43

We conjecture that 4C ¼ 0.647–0.651 represents 4GCP,43 the
innite-pressure limit of the densest glassy state (the ideal glass
state). This last glassy state itself is encountered at nite pres-
sure at the Kauzmann density 4K, which is lower than 4GCP.

On the other hand, it is believed that the congurational
entropy for jammed packings becomes zero at 4GCP, whereas
the pore-size entropy should tend to minus innity (when pavail
in eqn (2) tends to zero). For LS packings (as the most jammed
of all the studied packing types, Fig. 4d) the pore-size entropy
plot in Fig. 3 and the Voronoi volumes entropy plot in Fig. 4b
can be extrapolated at 4C (toward higher density) to minus-
innity and zero, respectively, which leads to 4GCP z 0.66 (it is
also called Kauzmann density in the original paper for the
Voronoi volumes entropy1).

Therefore, the above conjecture 4C ¼ 4GCP has the following
inconsistencies: (i) both entropies (pore-size entropy and Vor-
onoi volumes entropy) do not reach the expected minimum
values at 4C, they can only be inferred by extrapolation; (ii)
replica theory estimates 4K to be 0.62 and 4GCP to be 0.68.43 Still,
replica theory may be imprecise and there is an analytical theory
which predicts the congurational entropy to disappear at 4 ¼
0.65 (cf. Fig. 2 in the study of Aste and Coniglio81). Furthermore,
nite-size effects are believed to shi4K and4GCP to lower values.
Finally, too high entropy values at 4C¼ 4GCP in Fig. 3 and 4b can
be justied with the following arguments: (i) the entropies also
account for unjammed packings with the same density; (ii)
rattler particles and their exibility in position also contribute to
the entropies; and (iii) both entropies involve some approxima-
tions, which may lead to overestimated entropy values.

Another possibility is that the density 4C simply represents
the last achievable jammed state, aer which crystalline regions
are unavoidable, but 4GCP is still not reached. The location of 4K

is also arguable; it may be at 4 ¼ 0.66 as well. We reject this
conjecture (4C < 4GCP) by the following arguments: (i) we once
again refer to the analytical prediction for the congurational
entropy to vanish at 4 ¼ 0.65;81 (ii) the density 4C z 0.65, which
we obtained by different measures for different packing proto-
cols (Fig. 3 and 4), has a universal character; and (iii) 4C z 0.65
ts very well into the plot for maximal packing densities of
polydisperse particles reported by Hermes and Dijkstra82 (their
This journal is ª The Royal Society of Chemistry 2013
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Fig. 4b, compression rate 10�5). It means that crystalline
congurations are not only more probable for 4 > 0.65, but that
amorphous jammed states cannot be reached for higher 4 (even
if we could suppress crystallization). Therefore, we conjecture
that 4C ¼ 0.647–0.651 represents 4GCP, the innite-pressure
limit of the densest glassy state (the ideal glass state).
V Summary and conclusions

We have introduced and analyzed a pore-size entropy measure
for random packings of hard spheres. It reproduces the struc-
tural transition of monodisperse sphere packings, has a clear
physical background, is numerically efficient, does not require a
priori parameters, e.g., a characteristic length, and can easily be
applied also to polydisperse sphere packings. In addition, this
measure provides important insight into the pore-size distri-
bution of the packings; specically, the logarithm of its tail area
is equal to the packing entropy.

The applied pore-size entropy measure indicates a structural
transition of monodisperse packings of frictionless spheres at a
critical density of 4C z 0.65, corresponding to a minimal
number of available packing states, i.e., to the local entropy
minimum. This minimum is followed by an entropy increase in
the coexistence region up to 4 z 0.68; above this packing
density the entropy starts decreasing again.

We amended the Lubachevsky–Stillinger packing generation
protocol to systematically reproduce the RCP limit at 4RCP z
0.64 for fast compressions. We are not aware of reports that
recover both characteristic densities (�0.64 and�0.65) by using
the same protocol. This result suggests that the structural
transition at 4C z 0.65 and the RCP limit at 4RCP z 0.64 are
unrelated phenomena and cannot be justied by a difference in
preparation protocols. We explain this observation on the basis
of a picture proposed in a review by Parisi and Zamponi.43 While
4RCP z 0.64 corresponds to the jammed congurations of the
least dense glassy states (4th in this review), 4C z 0.65 corre-
sponds to the jammed conguration of the densest glassy state
(4GCP in this review).

The signicantly different pore-size entropy plots at packing
densities below the structural transition density observed for
the different protocols (Lubachevsky–Stillinger, Jodrey–Tory,
force-biased algorithms) prove that the packing microstructure
and pore-size distribution at a given 4 depend intrinsically on
the packing generation protocol. The pore-size entropy is a
powerful measure to detect and quantify protocol-specic
packing disorder, which is known to impact upon key bulk and
transport properties of random sphere packings encountered in
materials science and industrial engineering, e.g., in the pro-
cessing of ceramics or the operation of xed-bed chemical
reactors and chromatographic columns. In the future we will
apply the presented approach to particle size distributions (and
polydisperse packings) relevant to these applications.
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35 J. Mościński, M. Bargie1, Z. A. Rycerz and P. W. M. Jacobs,

Mol. Simul., 1989, 3, 201–212.
36 A. Bezrukov, M. Bargie1 and D. Stoyan, Part. Part. Syst.

Charact., 2002, 19, 111–118.
37 J. D. Bernal, Nature, 1960, 185, 68–70.
38 J. D. Bernal and J. Mason, Nature, 1960, 188, 910–911.
39 C. S. O'Hern, S. A. Langer, A. J. Liu and S. R. Nagel, Phys. Rev.

Lett., 2002, 88, 075507.
40 C. S. O'Hern, L. E. Silbert, A. J. Liu and S. R. Nagel, Phys. Rev.

E: Stat., Nonlinear, So Matter Phys., 2003, 68, 011306.
41 N. Xu, J. Blawzdziewicz and C. S. O'Hern, Phys. Rev. E: Stat.,

Nonlinear, So Matter Phys., 2005, 71, 061306.
42 G. D. Scott and D. M. Kilgour, J. Phys. D: Appl. Phys., 1969, 2,

863.
43 G. Parisi and F. Zamponi, Rev. Mod. Phys., 2010, 82, 789–845.
44 G.-J. Gao, J. B1awzdziewicz and C. S. O'Hern, Phys. Rev. E:

Stat., Nonlinear, So Matter Phys., 2006, 74, 061304.
45 C. F. Schreck, C. S. O'Hern and L. E. Silbert, Phys. Rev. E:

Stat., Nonlinear, So Matter Phys., 2011, 84, 011305.
46 S. Torquato and F. H. Stillinger, Rev. Mod. Phys., 2010, 82,

2633–2672.
47 S. Torquato, T. M. Truskett and P. G. Debenedetti, Phys. Rev.

Lett., 2000, 84, 2064.
48 A. Donev, J. Appl. Phys., 2004, 95, 989–999.
49 A. Donev, S. Torquato, F. H. Stillinger and R. Connelly, J.

Comput. Phys., 2004, 197, 139–166.
50 P. Chaudhuri, L. Berthier and S. Sastry, Phys. Rev. Lett., 2010,

104, 165701.
51 S. Alexander, Phys. Rep., 1998, 296, 65–236.
52 N. Xu and E. S. C. Ching, So Matter, 2010, 6, 2944–2948.
53 H. A. Makse, D. L. Johnson and L. M. Schwartz, Phys. Rev.

Lett., 2000, 84, 4160–4163.
54 P. Wang, C. Song, Y. Jin, K. Wang and H. A. Makse, J. Stat.

Mech.: Theory Exp., 2010, P12005.
55 C. F. Moukarzel, Phys. Rev. Lett., 1998, 81, 1634–1637.
3372 | Soft Matter, 2013, 9, 3361–3372
56 A. Donev, S. Torquato and F. H. Stillinger, Phys. Rev. E: Stat.,
Nonlinear, So Matter Phys., 2005, 71, 011105.

57 L. E. Silbert, So Matter, 2010, 6, 2918–2924.
58 A. Mehta, So Matter, 2010, 6, 2875–2883.
59 C. B. O'Donovan and M. E. Möbius, Phys. Rev. E: Stat.,
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