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ABSTRACT

Estimation of permeability of porous media dates back to Henry Darcy [H. Darcy, Les Fontaines Publiques de la Ville de Dijon (Victor
Dalmont, 1856)], and its knowledge is essential in many scientific and engineering endeavors. Despite apparent simplicity of permeability
measurements, the literature data are scattered, and this scatter not always can be attributed to the precision of experiment or simulation or
to sample variability. Here, we demonstrate an excellent agreement (<1%) between experiments and simulations, where experimental results
are extensive and stable, while flow is simulated from first principles, directly on three-dimensional images of the sample, and without fitting
parameters. Analyzing when experiments and simulations agree reveals a major flaw affecting many experimental measurements with the
out-of-sample placement of pressure ports, including industry standards. The flaw originates from (1) incorrect calculation of the applied
pressure gradient, (2) omitting virtual part of the measured system, and (3) pressure loss at the sample–tube contact. Contrary to common
wisdom, the relative magnitude of (3) is defined by the sample–tube diameter ratio and is independent of the size of sample pores. Our find-
ings are applicable to a wide range of permeability measurements, including geological-sample-type (Hassler cell) and membrane-type. The
reported pressure loss (3) also affects two-phase flow measurements, such as capillary pressure estimation. Removing or taking the flaw into
account advances the understanding and control of flow-related processes in complex geometries.

VC 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0123673

I. INTRODUCTION

Permeability (or the related permeance, hydraulic conductivity,
conductance, drag, or friction coefficient) quantifies the ability of a
porous geometry to conduct fluid. Permeability estimations are rele-
vant for the understanding of soil infiltration,1,2 sea ice evolution,3

durability of concrete,4 carbon dioxide sequestration,5 hydrocarbon
recovery,6–8 drug delivery,9 groundwater flow,10 and fluid mechanics
of tumors.11 Knowledge of permeability is essential in the design of
fuel cells,12 lithium-ion batteries,13 paper-based microfluidic biosen-
sors,14 face masks,15,16 hydrogels,17 engineered bones,18 and textiles.19

Hydraulic conductance K was introduced by Darcy20 in an
empirical relation between volumetric flow rate Q, imposed hydraulic
head loss Dh over length L of a vertical tube of cross-sectional area A:
Q ¼ KADh=L. This equation was generalized by Hubbert21 to a physi-
cal law. For the horizonal, isothermal, steady-state discharge of incom-
pressible fluid into the atmospheric pressure P0, the intrinsic
permeability k� is

k� ¼ l
Q
A

L
Pin � P0

; (1)

where l is the dynamic fluid viscosity and Pin is the inlet pressure.
Later, the theoretical links between the Darcy and differential Stokes
equations were provided by, e.g., Whitaker.22 Here, we employ a
dimensionless form of intrinsic permeability, k, which is k� divided by
the square of a characteristic length. Applying Darcy’s relation (1) is
the simplest, standard way for estimating permeability of a porous
sample.

Despite apparent simplicity of permeability measurements, the
reported values are so scattered that the relative difference within a
decade (i.e., 1000%) for similar samples is not uncommon. At the
same time, estimations of pressure, flow rate, sample dimensions, and
viscosity all have 1% accuracies or better. In some cases, the differences
in measured permeabilities are genuine and caused by natural varia-
tion of similar samples. Even in this case, the problem we face is when
permeability is measured, it is difficult to assess its value accurately,
and tenfold differences, real or imaginary, seem to be acceptable in
some fields.3,23–26

Computer simulations can serve as an independent tool for estimat-
ing permeability of real samples. The simulations of flow are performed
directly on a three-dimensional (3D) image of sample pore space.
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After scanning the interior structure of a 3D sample with, e.g., x-ray com-
puted tomography (CT), magnetic resonance imaging, or confocal laser
scanning microscopy, the output 3D image is processed and segmented,
resulting in a set of binary (solid or fluid) voxels, which are used as
an input to flow simulations. Here, “simulation of flow” is defined as find-
ing a fluid velocity vector for each fluid voxel, and up to billions of such
vectors that fully describe the 3D flow field within the sample [e.g., Fig.
1(e)]. The 3D computer models are capable of providing sub-percent
accuracy. However, several-fold differences between simulations and
experiments are not uncommon.23,27–33

Comparison of the simulated permeability with experimental data
includes the following four steps: (i) measuring the sample permeability,
(ii) scanning the sample, (iii) processing and segmenting the resulting
3D image, and (iv) performing flow simulations on the segmented 3D
image. This procedure is highly sensitive to all of the aforementioned
steps. The picture is further complicated by the different signs of errors
originating from each step, allowing them to cancel one another. Non-
optimal design, improper execution, or incorrect interpretation of any
single step ruins the final agreement and precipitates attempts to find the
origin of the disagreement or acceptance of the unexplained difference.

In this work, we follow the aforementioned four steps and obtain
an accurate match between experimentally measured permeability and
its simulated counterpart. Simulations are based on the solution of

Stokes equation provided by the lattice Boltzmann method and are
free from discretization resolution impact, computed-tomography
(CT) artifacts, and operator-dependent segmentation. Matching
experiment with simulation reveals a flaw originating from the out-
of-sample pressure port placements and improper pressure gradient
calculation that also affected our own measurements. Detailed investi-
gation of these disagreements suggests a similar flaw in the current
industry standards, such as ASTMD5084 (D5856).

This study is organized as follows. We briefly describe the
employed experimental, imaging, image processing, and simulation
approaches. We then share our initial experience, where the unex-
plained difference (flaw) is observed between experiment and simula-
tions using a representative volume of the sample. We compare our
initial results with the existing literature data. Next, we provide an
updated simulation approach resulting in an accurate match between
experiment and simulations. Hereafter, we introduce a simulation
setup to mimic our experimental setup and to reproduce the observed
flaw. We use this simulation setup to study the influence of its geomet-
rical parameters on the flaw magnitude. Finally, we provide a simple
empirical equation for the flaw magnitude and discuss its minimiza-
tion. The main text is followed by the Appendixes.

To justify our findings, a large number of technical details
needs to be explicitly stated and quantified due to the multidisciplinary

FIG. 1. (a) Experimental setup. (b)
Pressure log for estimation of each abso-
lute permeability value. (c) Enlarged view
of the sample and tubes. (d) A slice of the
3D simulation geometry: scanned and
segmented sample, tubes, and plugs
regions; the numbers indicate porosity of
each region. Meaning of the red rectangle
is explained below. (e) Enlarged view of
small sub-sample and plug regions and
small part of the flow field.
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nature of this work. Therefore, we support this study with extensive
Appendixes describing our experimental, imaging, and simulation
procedures. These Appendixes are summarized in this paper.

II. EXPERIMENTAL
A. Sample preparation and permeability
measurements

We use dense irregular packings of glass beads as porous samples
for permeability measurements. Packed glass beads (1) create a com-
plex network of pores between the impermeable glass phase, (2) allow
control of the discretization resolution and Reynolds number by
choosing an appropriate bead diameter, and (3) enable comparison
with the previous studies. We employ two types of commercially avail-
able �0.5mm glass beads referred to as “beads1” and “beads2.” We
use the Sauter mean diameter (d32 ¼

P
i d

3
i =
P

i d
2
i ) as a characteristic

length for each bead type for permeability nondimensionalization,34

dbeads132 ¼ 470:3 and dbeads232 ¼ 541:1 micron. We note that a particular
choice of the characteristic length establishes comparison of our per-
meability values with other studies but has no impact on the experi-
ment–simulation comparisons in this work. Glass beads are packed in
9mm glass tubes under ultrasonic vibration resulting in samples P3
(beads1) and P4 (beads2). The corresponding length and porosity of
each sample are about 6 cm and 0.355, respectively. Please see Table I
and Appendix A3 for more details on the samples and packing
procedure.

Glass beads are held inside glass tubes using custom-designed
plastic plugs with 1.89mm-diameter inner holes enabling in- and out-
flow through the bead packing. To prevent beads from entering the
plug hole, we use custom-designed silicon meshes (Appendix A2).
Each sample is connected to a syringe pump with flexible tubing of
1.73mm inner diameter [Figs. 1(a) and 1(c)]. The total length of plug
holes and tubing is about 15.2 cm. Pressure values are recorded using a
gauge-type pressure transducer connected to the tubing before the
sample. The outlet is open to the atmosphere [Figs. 1(a) and 1(c)], and
this results in the minor pressure oscillations related to droplet forma-
tion and detachment from the outlet [Fig. 1(b)]. Please see more
detailed analysis of the open outlet impact on the accuracy of the
recorded pressure drop in Appendix A5.

We flow three glycerol–water solutions, which allow us to mea-
sure absolute permeability at different viscosities (21, 38, and
55mPa s), confirming reproducibility of the experimental permeability
values. Viscosity of each solution was determined using a rotational
rheometer (MCR 302 by Anton Paar, Graz, Austria). More details of
the viscosity measurements can be found in Appendix A7.

Special attention is given to the stabilization of the experimental
permeability values. As a result, we reduce the initial �15% scatter to

�1% (Appendix A6), and the measured permeability values have no
outliers.

B. Image acquisition, segmentation, and flow
simulations

Using the x-ray CT scanner, the 3D images of sample pore space,
including the confining wall, are acquired at 18 different discretization
resolutions r for each of P3 and P4 samples. We define r as the number
of voxels per Sauter bead diameter. All voxels outside of the confining
wall are marked as wall. Hereafter, the acquired gray-scale images
are segmented using a global threshold. The value of the global thresh-
old is taken from the laboratory-measured porosity of each sample.
Based on its gray value, each voxel is initialized as solid or fluid in
order to match image porosity with its experimental value. Such seg-
mentation procedure avoids operator-dependence of the output binary
images (Appendix B 2).

Simulations of incompressible flow are performed from first
principles and based on the solution of the continuity equation,
r �~vð~rÞ ¼ 0, and the Stokes equation, lr2~vð~rÞ ¼ rpð~rÞ �~B. The
latter is a balance between viscous forces, pressure pð~rÞ, and body
force ~B acting on a small fluid element with dynamic viscosity l and
velocity~vð~rÞ located at~r . We solve for the velocity field~vð~rÞ using the
lattice-Boltzmann method.35 We apply bounce-back boundary condi-
tion at solid–fluid and wall–fluid interfaces as well as periodic
boundary conditions at the external boundaries of the computational
domain.

Permeability values obtained from the simulations on CT images
are impacted by the image resolution, r, and image contrast. Influence
of the image contrast on the simulated permeability values decreases
with the increase in r. To better understand and minimize the impact
of the image resolution and contrast, we use computer-generated
unconfined packings (with beads1 and beads2 diameters) in addition
to the CT images and vary resolution for all these geometries. The
computer-generated geometries are by definition free from the con-
trast impact. First, for each geometry, we determine �0:1%-accurate
reference permeability value (krefP3;P4 for CT images and krefbeads1;beads2 for
computer-generated geometries) using two approaches: extrapola-
tion36 and relative error correction.37 Each reference value krefP3;P4 is
free from the resolution and contrast impact (Appendixes B 2 and
C3). We, thus, obtain the dependency of the relative error in perme-
ability on the discretization resolution. The corresponding result
for beads1 (computer-generated packing and P3 sample) is shown in
Fig. 2(a), while the case of beads2 and more details can be found in
Appendix C.

For the fixed resolution of r � 20, we performed several CT
scans with different settings resulting in the 3D images of different
contrast [red circle and all except red crosses on the vertical dashed

TABLE I. Geometrical and permeability estimation parameters for each sample P3 and P4 (or system S3 and S4, see below) prepared using glass beads1 or beads2. For
uncertainty in these values, please see the Appendixes. Detailed table with the calculation of permeability values is also available in the supplementary material.

LP3;P4sample LS3;S4system DP3;P4
sample eP3;P4 eS3;S4 Q Pin � P0 l

mm mm mm ml/min kPa mPa � s

Beads1 59.65 211 8.984 0.354 0.129 2.5–10.0 8–36 21, 38, and 55
Beads2 60.33 212 9.044 0.357 0.130 3.0–12.0 7–37 21, 38, and 55
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line in Fig. 2(a)]. Robust segmentation procedure allows one to
observe systematic decrease in permeability with the image contrast
improvement (see also Appendix B 2). For some “optimal” CT settings
we found [red circles in Fig. 2(a), Appendix B 2], the contrast impact
on permeability vanishes at higher resolutions (r> 50), and the rela-
tive errors of the real and computer geometries overlap. After applying
downsampling procedure to the high-resolution (r> 50) CT images,
we obtained lower-resolution (r< 20) downsampled CT geometries
of ultimate contrast, as demonstrated by their permeability error–
resolution behavior overlapping with the corresponding computer-
generated geometry [green circles and red cross in Fig. 2(a)]. Please
note that P3 and the corresponding computer-generated geometry
have a 20% difference in their reference permeabilities (5:82� 10�4 vs
6:85� 10�4, Appendix C3), but their relative errors overlap with the
increasing resolution. For beads2, the behavior is identical, as shown
in Appendix C3. We are not aware of other studies showing such a
clear match in the error–resolution behavior of real and computer-
generated geometries.

According to Fig. 2(a), the relative error in permeability does not
converge to zero with increasing resolution but crosses zero and
remains negative due to slow convergence. This fundamental behavior
of the discretization error can be observed elsewhere,38–40 and it origi-
nates from the interplay between the convergence rates of the bound-
ary condition (�1) and the numerical scheme itself (�2).36 Therefore,
the error in permeability is smaller at r � 20 compared with r � 60, if
we consider downsampled CT image of ultimate contrast [red cross in
Fig. 2(a)]. We exploit this fact later in this study, where for the simula-
tions on the sampleþplugsþtubing system [Fig. 1(d)], we use the
geometries of ultimate contrast at r � 20.

III. RESULTS
A. Initial experiment–simulation comparison

Our first attempt to compare simulation with experiment is illus-
trated in Fig. 3(a). In Fig. 1(c), the permeability of the entire system

between black dots with the P3 sample is measured, while simulations
are performed on 80% of the sample length Lsample. Here, we assume
that solely the sample contributes to the pressure drop. Changing 80%
to 60%, 70%, or 90% has unnoticeable impact on the simulated perme-
ability, which confirms that 80% sample length, which is about
100 Sauter diameters, is representative. Experimental values are calcu-
lated according to (1) using Lsample for the pressure gradient
ðPin � P0Þ=Lsample—as far as we know the only accepted interpretation
of the experimental setup in Fig. 1(c). This results in a �35% overesti-
mation of the experiment by the simulations, Fig. 3(a).

The observed disagreement can originate from the pressure drop
in the tubing (1.73mm i.d.) and plugs (1.89mm i.d.). To estimate it,
we simulated flow in the empty system (i.e., without the sample
installed), which is a series of coaxial hollow cylinders mimicking tub-
ing, plugs, and 9mm sample holder. Using fixed cross section area for
this geometry (see Sec. III C), we estimate permeability for this empty
system: the corresponding pressure loss is about 6% of the system with
the sample installed. The similar result is obtained if we calculate the
pressure drop in the empty tube of 1.8mm i.d. and 15.2 cm length
using the Hagen–Poiseuille equation, and compare it with the experi-
mental pressure drop. The remaining 30% of the permeability differ-
ence between experiment and simulation is still unexplained, and it
cannot be attributed to the precision of experimental or simulation
procedures.

Let us assess our results by comparing them with literature.
Figure 3 shows previous studies based on a) the flow simulations in
computer-generated packings of equal spheres,41 experiments by (b)
Fand et al.,42 and Macini et al.,43 and (c) Wyllie and Gregory,44 James
et al.,45 and Loudon.46 Studies (c) placed the pressure ports inside of
the sample, while studies (b) outside, connecting the pressure ports to
the inflow and effluent tubes, see Fig. 3(b). According to our own
experience and an interdisciplinary literature survey, external pressure
ports prevail. Adding the theoretical Kozeny–Carman47 estimation
suggests that internal pressure ports, previous simulations, and the

FIG. 2. (a) Relative error in absolute permeability vs discretization resolution for the real (P3, CT-scanned) and computer-generated (using beads1 diameters) geometries.
For each geometry, the error is calculated relative to the corresponding reference value, krefP3 ¼ 5:82� 10�4 for real P3 geometry and krefbeads1 ¼ 6:85� 10�4 for computer-
generated one. Both reference values are �0:1%-accurate and free from the resolution and contrast impact. Crosses refer to geometries obtained at different CT scanning
conditions such as suboptimal choices of source-to-detector distance (sdd), water between beads instead of air (wat), tube power (W), and tube voltage (V). Red circles refer
to the CT images obtained with some “optimal” CT scanner settings we found. (b) Examples of ð3dspÞ2 subregions at different resolutions for original scans and computer-
generated geometries.
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current simulations produce similar results, and that the current
experimental value appears to be abnormal. Figure 3(a) also sug-
gests that external pressure ports may or may not lead to a signifi-
cant underestimation of permeability, e.g., Macini vs Fand’s data
(discussed below). All the mentioned experimental setups are
depicted in Appendix D.

We emphasize that placing pressure ports outside of the sample
can be found already in the original Darcy’s experiment [lower pres-
sure port in Fig. 3(c)]. This raises the formal question of the impact of
external pressure port location on the permeability measurements,
which we address here.

B. The match

The only option left to match the experiment and simulations is
to simulate the full system between the black dots in Fig. 1(c), includ-
ing the sample, plugs, meshes, and tubes. For this purpose, we attach
hollow cylinders mimicking tubing and plugs to the CT sample image
of r � 20 and ultimate contrast. We refer to the full system with the
sample P3 as S3 and with the sample P4 as S4. The corresponding
experimental permeability values are now obtained by not using
Lsample but Lsystem: the pressure gradient is calculated as
ðPin � P0Þ=Lsystem, which changes experimental dimensionless perme-
ability values from about 0:4� 10�3 to 1:5� 10�3 (compare Y-axes
in Figs. 3 and 4). Hereafter, we obtained, in principle, an exact match
between both approaches, Fig. 4. The viscosity and flow rate vary sig-
nificantly (2.5 and 4 times, respectively) compared with the level of
obtained mismatch (<1%). Each group consists of 16 experiments
performed one-after-another and has no excluded outliers. Our goal
to overlap experimental and simulation precisions is achieved. We
emphasize that the absolute dimensional permeability values of both
systems, kS3 ¼ 3:4� 10�10 m2 and kS4 ¼ 4:7� 10�10 m2, differ by
38%. We are not aware of a similar level of agreement between the
measured and simulated permeabilities when details sufficient to verify
that the match is not a coincidence are also provided.

C. But what is actually measured?

In order to match the experimental and simulated permeabilities,
we need to calculate the seepage or superficial velocity from the simulated
three-dimensional flow field, which is e~vavg, where ~vavg is the velocity
averaged over all fluid voxels and e is the porosity. For this purpose, we
need to know the porosity of the system. While for the sample region, its
calculation is obvious (porosity is just the ratio of fluid to the total num-
ber of fluid and solid voxels inside the sample), the tube region
requires more clarification. According to Darcy’s law (1), the flow rate is
calculated as Q/A using the single value of sample cross section A. In
order to satisfy this definition, we need to “enclose” the tube into the
same cross section area as the sample and consider the tube as a long sin-
gle “pore” in such an enclosure. The porosity of the tube region is not
100% but Atube=Asample. The tube with a 1.73mm diameter enclosed in a
9mm cylinder has the porosity of ð1:73=9Þ2 � 3:7%. Similarly, for the
plug region, ð1:89=9Þ2 � 4:4%, Fig. 1(d). Using the relative length frac-
tions of the tube, plug, and sample regions, the total system porosity
becomes 13% (see also Table I). After connecting pressure ports via tub-
ing with in- and effluent to the sample, one measures permeability of the
virtual sample highlighted as the red solid but not as the white dashed
contour in Fig. 1(c) or the black dashed contour in the following Fig. 5(a).

The match between experiment and the Stokes equation-based
computer model with no fitting parameters (Fig. 4) implies that the
Stokes physics is sufficient to mimic the key processes in the consid-
ered experimental system. From this point on, it is straightforward to
use the full power of computer simulations to better understand the
impact of tubes on the permeability measurements. A virtual sample
can be created, and its correct permeability estimated and compared
with the permeability of the geometry with tubes, also addressing the
case of incorrect interpretation of the applied pressure gradient.

D. Correct and incorrect estimation of permeability

To address the impact of the out-of-sample pressure port
connections on permeability measurement, we have designed the

FIG. 3. (a) Comparison of the measured and simulated permeabilities of sample P3 with previous results and the Kozeny–Carman equation k ¼ ðe3=ð1� eÞ2Þ=180.
Uncertainty of our experimental and simulated values is within symbol size of both red and black crosses, respectively. However, this uncertainty does not include the impact
of pressure drop in the system without the sample installed (see main text). (b) Two types of pressure ports connection: external and internal. (c) Original Darcy’s experiment,
reproduced with permission from H. Darcy, Les Fontaines Publiques de la Ville de Dijon (Victor Dalmont, 1856). Copyright 1856 Bibliothèque nationale de France.20
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following simulation setup [Figs. 5(a) and 5(b)]: the sample is a cyl-
inder of diameter Dsmpl and length Lsmpl, packed with spheres of
diameter dsp at the porosity of 40% (except for the “membrane” case
below). During packing generation, the spheres are confined by the
cylinder, and the hard walls at both cylinder ends. Each generated
packing (sample) is (i) discretized at a resolution between 10 and 20
voxels per dsp and (ii) mirrored in flow direction to obtain its refer-
ence permeability. Thereafter, a tube of length Ltube is attached to the
original (not-mirrored) sample as another hollow cylinder with
Dtube internal and Dsmpl external diameters. The tube and sample
define the system of length Lsyst and permeability ksyst. A special case
is the membrane case, where Lsmpl=Dsmpl ¼ 0:1; Dtube ¼ Dsmpl, and
Ltube � Lsmpl [Fig. 5(d)].

First, we determine the reference permeability for each sample
ksmpl, and then we find the permeability ksyst for each (sampleþtubes)
system. Finally, we estimate the permeability using the incorrect pres-
sure gradient as kincorrect ¼ ksystðLsmpl=LsystÞ. We found that kincorrect is
determined by the Dsmpl=Dtube; Ltube=Lsmpl; Dsmpl=dsp; Lsmpl=Dsmpl

ratios which we address in Fig. 6(a). For the justification of our
choices, see below.

The expected outcome of the employed model is that kincorrect always
underestimates ksmpl [Fig. 6(a)]. Tubing of larger diameter and shorter
length, as mimicked by the smaller Dsmpl=Dtube and Ltube=Lsmpl ratios,
results in smaller errors due to the smaller pressure drop in the tubes.

The unexpected result is that for the fixed tube diameter
Dsmpl=Dtube, the increase in Dsmpl=dsp has almost no impact on
kincorrect for Dsmpl=dsp > 30 [Fig. 6(a)], even for very short tubing
Ltube=Lsmpl 	 1. Gradual increase in Dsmpl=dsp implies the reduction
of the sample permeability (or increase in the pressure drop inside the
sample) as (Dsmpl/dsp)

�2 relative to the empty system. Analysis of the
corresponding pressure fields in Fig. 5(c) reveals that (i) for the empty
system, the pressure drop occurs only in the tubes [the inclined vs hor-
izontal black dashed line segments in Fig. 5(c)], while (ii) adding a
sample introduces a sharp pressure drop at the tube–sample contact,
and the magnitude of this drop is mainly defined by Dsmpl=Dtube but
not Dsmpl=dsp. Increasing the sample length (Lsmpl=Dsmpl) at fixed
Dsmpl=Dtube reduces the relative contribution of this sharp pressure
drop to the full system pressure drop, and kincorrect approaches ksmpl

[Fig. 6(a), filled squares]. The existence of this sharp pressure drop
also violates the common assumption of equality between the total

FIG. 4. Simulated and experimental values of permeability for the systems S3 [(a) and (c)] and S4 [(b) and (d)] containing samples P3 and P4, respectively. The pressure
drops are calculated as ðPin � P0Þ=Lsystem. For each system, 48 experiments were performed; for the i-th experiment, the numbers indicate discharge, ambient temperature
ðTi

1 þ Ti
2Þ=2, and the time after completion of the previous experiment. Colors refer to the indicated viscosity values. Dashed lines indicate total experimental or simulation

uncertainties, Appendix E.

Physics of Fluids ARTICLE scitation.org/journal/phf

Phys. Fluids 34, 123603 (2022); doi: 10.1063/5.0123673 34, 123603-6

VC Author(s) 2022

https://scitation.org/journal/phf


pressure drop over the system and the sum of pressure drops of its
parts (the sample and tubes).

The sharp pressure drop at the tube–sample contact has the fol-
lowing origin. Based on the continuity equation and the divergence
theorem, the integral longitudinal flow velocity (or flux) in each trans-
verse cross section is constant along the system. This includes cross
sections in the tube region, inside the sample itself, as well as at the
tube–sample contact. As such, the fluid entering/leaving the sample
from/to the tube has to “squeeze” the constant integral velocity using
only a fraction of the pores from the full sample cross section. This
leads to a significant energy loss if Dtube is small compared to Dsmpl. If
the sample has very small pores compared toDtube, still only their frac-
tion �ðDtube=DsmplÞ2 will be used to enter the sample, and the ratio of
Dtube to characteristic pore size is not of key importance.

The membrane case addresses the ratio Dsmpl=Dtube ¼ 1 with a
thin sample Lsmpl=Dsmpl 	 1 placed inside a long tube Ltube=Lsmpl

� 1 [Fig. 5(d)]. Such ratios are common for the permeability mea-
surements of membranes.12,48,49 For example, a 100-micron mem-
brane placed between pressure ports 10 cm-apart leads to
Ltube=Lsmpl ¼ 100. Figure 6(a) reveals unsurprisingly a stronger tube
length impact for the higher permeability (porosity) samples. Often
the tube has variable cross section, as schematically shown in Fig. 5(d)
by barely visible gray dashed lines. However, the results in Fig. 6(a)
should not be taken for granted in practice: real measurements may
deal with the significantly higher (tube diameter)/(pore size) ratios,
which we do not address due to the prohibitive computational costs.

Let us qualitatively assess the choice of the parameters describing
the geometry in Figs. 5(a) and 5(b). The normalized pressure in Fig.
5(c) always drops from 1 to 0 while fluid passes the tube, tube–sample

contact, and the sample (and tube–sample contact with the tubing
again). Altering the geometrical configuration redistributes the pres-
sure drops among these individual contributions. Namely, increase in
the tube length relative to the rest of the geometry (Ltube=Lsmpl)
increases its relative contribution to the total pressure drop. If the sam-
ple has higher permeability or smaller pressure drop, the relative con-
tribution of the tube to the total pressure drop increases [e.g., the slope
of orange dots vs orange diamonds in Fig. 6(a), membrane case 50%
vs 80% porosities]. Similarly, increasing the tubing diameter decreases
the corresponding relative pressure drop in tubes: compare the slopes
of the orange and blue diamonds in Fig. 6(a). Once the tube and sam-
ple diameters are fixed (Dtube=Dsmpl), their ratio defines the magnitude
of the pressure drop at the tube–sample contact [orange vs green vs
blue symbols in Fig. 6(a)]. After that, the increase in the sample length
(Lsmpl=Dsmpl) reduces the relative contribution of the tube–sample
contact and tubing to the total pressure drop, and vice versa. This
is noticeable, for example, by comparing the orange filled squares
þ dashed line vs the open squares vs the filled squaresþ solid line.

The employed simulation setup captures well our initial experi-
mental error, as indicated by the black crosses and green squares
nearby [Fig. 6(a)]. Compared to the model with Dsmpl=Dtube ¼ 5;
Lsmpl=Dsmpl ¼ 6, experiments have lower influence of tubes:
Dsmpl=Dtube ¼ 9 mm=1:89 mm � 4:8; Lsmpl=Dsmpl ¼ 60 mm=9 mm
� 6:7, and their underestimation is smaller. Figures 5(d) and 6(a)
explain why the Fand et al. data in Fig. 3(a) are correct, despite exter-
nal pressure port connection. They are a membrane case with
Dsmpl ¼ Dtube; Ltube=Lsmpl 	 1, and an incorrectly calculated pressure
gradient provides a correct result. It also reveals why Macini et al.
underestimated permeability more than our results: these authors have

FIG. 5. (a), (b), and (d) Simulation setup:
cylinder packed with equal spheres (sam-
ple) with hollow cylinders (tube) attached
to its bases. (c) Simulated pressure pro-
files for Dsmpl=dsp ¼ 10; 20; 30; and 50
averaged over fluid nodes in each
transverse lattice slice.
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Lsmpl=Dsmpl � 2. Their exact Dsmpl=Dtube is unknown, but from a pri-
vate communication, we assume it to exceed 10. The corresponding
experimental setups are shown in Appendix D.

The current misunderstanding is that connecting the highly per-
meable tubes (say, 1mm-diameter) to a low-permeability sample
(with micrometer pores) has minimal impact on permeability mea-
surements. This misunderstanding can be traced to the industry stand-
ards such as ASTM D5084 (D5856) and D2434. Section 1.4 of ASTM
D5084 (or 1.2 in D5856) suggests to perform measurements of highly
permeable samples (k > 10�12 m2) using internal pressure port con-
nections (D2434), while the lower permeability samples can be

measured with external ports (D5084). In addition, Sec. 5.2.3 of
ASTM D5084-16a (5.2.2 of D5856-15) suggests estimating “parasitic
head losses,” which are pressure drops in the experimental system
without the sample installed.50–52 According to Fig. 5(c), the sharp
pressure drops at the tube–sample contact appear only when the sam-
ple is installed, and cannot be measured without it.

For the sake of completeness, we note that in geotechnical com-
munity, porous disks (end pieces) are commonly used to confine a
granular sample inside the sample holder. The experimental system
without the sample but with porous disks is used to estimate parasitic
head losses. It appears that such porous disks may mostly or partially
offset the pressure loss at the sample–tube contact we report here.
However, such estimations are impacted by the thickness of porous
disks (a mesh confining the sample from both sides is actually a thin
porous disk) as well as by the ratio of the disk pore size to the sample
pore size. Also, a tight placement of each porous disk against the corre-
sponding tube end plays a crucial role.

While it is very difficult to make definitive statements about pre-
vious studies with limited available information, in our opinion, some
traces of the reported flaw could probably be observed during perme-
ability estimations of ice (Fig. 12 in Ref. 3), sandstone (Fig. 11 in Ref.
53), sintered glass (Fig. B1 in Ref. 32), cement (Figs. 13 and 14 in Ref.
54), fractures (Fig. 7(b) in Ref. 55), and microfluidic device (Fig. 11 in
Ref. 33).

Figure 6(b) summarizes some data points from Fig. 6(a) and pro-
vides a very approximate and simple empirical correlation between
geometrical parameters of the model system and permeability estima-
tion error (E ¼ ksmpl=kincorrect � 1) for the relatively short tubing
length, Ltube=Lsmpl ¼ 0:1. The empirical correlation takes the form of

E ¼ 0:5ðDsmpl=DtubeÞ=ðLsmpl=DsmplÞ;

for Dsmpl=Dtube ¼ 2;…; 10 and Lsmpl=Dsmpl ¼ 1;…; 6. It is based on
the observation that increasing Dsmpl=Dtube leads to the larger error
while increasing Lsmpl=Dsmpl reduces it. Please note that this empirical
correlation is very approximate and it already fails if Dsmpl=Dtube ¼ 1.

To test the presented empirical correlation, we employ a com-
mercial equipment for the estimation of the permeability of geological
samples. The sandstone sample is installed inside a rubber sleeve [Fig.
7(a)] between flat endcaps with Dsmpl=Dtube � 24, and then it is
exposed to the confining pressure. The equipment operates with
uncommonly long samples (Lsmpl=Dsmpl � 8) and allows simulta-
neous connection of the five internal pressure ports, in addition to the
external ones [Fig. 7(a), schematic]. Figure 7(c) shows the brine per-
meability values calculated using different pairs of the pressure ports.
We measured pressure drop for the empty equipment (without the
sample) and use these values to correct the permeability obtained from
the external pressure ports.

On average, permeability from the internal pressure ports 1–5
overestimates the external one by þ56% (or by þ93% without
the empty equipment correction), Fig. 7(c), red vs black crosses.
The empirical correlation suggests 0:5ðDsmpl=DtubeÞðDsmpl=LsmplÞ
¼ 0:5 � 24=8 ¼ 1:5 or permeability overestimation byþ150%. During
installation of the solid (non-granular) sandstone sample, we noticed a
visible gap between the sample and one of the flat endcaps, Fig. 7(b),
bottom. The gap width is comparable with a 1.6mm endcap tube
diameter. The gap results in the reduction of the pressure loss at tube–
sample contact and lower permeability error. However, it also has the

FIG. 6. (a) Error in permeability relative to ksmpl. Values for Dsmpl=dsp ¼ 100 are
not converged (the converged value will be lower). (b) Error in permeability relative
to kincorrect for Ltube=Lsmpl ¼ 0:1. The solid and dashed lines are not error bars but
parts of each symbol, in accordance with (a).
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opposite effect: taking another sample with better base alignment
against the endcaps will lead to the larger error. This also suggests a
simple scenario for the scatter in permeability of similar sub-samples
extracted from a large homogeneous sample, measured on the same
equipment.

Here, we consider the base case of a uniform hollow cylinder with
a constant cross section attached directly to the sample. In practice, it is
common to see deviations from this case. Namely, Fig. 8 shows a part of
laboratory equipment (Hassler cell56) used for permeability estimation
of geological samples, which has grooves on its surface to enable more
uniform inflow. (Please note that the experimental setup in Fig. 7 has
flat endcaps without grooves.) Our laboratory experiments on rock sam-
ples suggest that adding area of the grooves to the tube area allows
(very) approximate estimations of Dsmpl=Dtube and the corresponding
permeability error. In some fields, it is common to use porous disks to
confine a granular sample inside the holder and to have gaps between
the tube openings and the disks. The ends of a solid sample can be non-
parallel to the surface of the holder end pieces with tubes, tubes can
have non-uniform cross section, and so on. Such modifications will
affect ksyst and kincorrect. However, what will stay unchanged is the mea-
surement of permeability of a virtual geometry with a constant cross sec-
tion over its entire length [the red in Figs. 1(c) and 5(a)].

IV. OUTLOOK

The flaw affecting permeability measurements originates from the
external placement of the pressure ports and calculating incorrect pres-
sure gradient using length of the sample but not of the system. This can
lead both to correct and incorrect permeability estimations, depending
on the sample-to-tube diameter ratio Dsmpl=Dtube. Larger Dsmpl=Dtube

can lead to significant pressure loss at the sample–tube contact and to
permeability estimation error. The pressure loss holds for the samples,
in principle, with any pore size compared to the tube diameter [Fig.
5(a)]. The error magnitude can be very approximately estimated using
ksmpl=kincorrect � 1 ¼ 0:5ðDsmpl=DtubeÞ=ðLsmpl=DsmplÞ empirical corre-
lation. We posit that this pressure loss may have significant impact not
only on the single-phase permeability but also on multi-phase flows
measurements, such as capillary pressure estimation.

The flaw can be addressed in several ways. One way is to use inter-
nal pressure ports [Fig. 3(b)], but they are more difficult to engineer,
and they capture only a part of the sample geometry, which may
increase the scatter in permeability estimation. Another way is to have
identical cross-section area of the sample and tubes, placing the pres-
sure ports close to the sample, and calculating incorrect pressure gradi-
ent using Lsmpl. Introducing gaps, intentionally or unintentionally,
between the tube opening and the sample end surface reduces the pres-
sure loss at the sample–tube contact. It appears that the gap impact will
be the strongest for ksmpl 	 ktubes. Grooves on the surface of endcap in
Fig. 8 act similarly to gap. Increasing the sample length (Lsmpl=Dsmpl)
also helps, as suggested by Fig. 6(b). One more solution is to follow the
strategy described here: to mimic the measured geometry (sample itself,
confining container, tubes) in simulations and extract ksmpl from the
subsequent analysis. The last solution is time-consuming but can be
used to correct the already measured permeabilities if sufficient experi-
mental details are available.

Connecting reality with its virtual counter-part using only first
principles is a very time-consuming process. However, at the same
time, this connection reveals the full predictive power of computer
models that improve understanding and control of real-life processes
around us.

In the current study, we operate with dimensionless permeability,
making our results quantitatively universal as long as Stokes physics

FIG. 7. (a) Rubber sleeve and sandstone sample (top) with internal and external pressure ports attached (bottom). The sample dimensions are 38 mm � 306mm. Schematic
inset shows the pressure ports with numbers. (b) Closer look at the contact between the rock sample and endcaps inside the sleeve. (c) Brine permeability measured with
external and different pairs of internal pressure ports. For the external ports, permeability values are calculated with and without subtraction of the pressure drop in the system
without the sample.

FIG. 8. Rock sample and part of a standard equipment (endcap) for permeability
estimation. Endcap has grooves on its surface, while in the experimental setup in
Fig. 7, we use flat endcaps.
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coupled with no-slip boundary condition is valid. We assume that
deviations from it, such as occurrence of inertial or Klinkenberg
effects, will not change qualitatively the reported results.

This study illustrates the importance of having independent
assessments for such scalable and non-trivial quantity as permeabil-
ity: using only one method, either experiment or simulation, leads to
the lack of clarity, which may persist for decades (not to say, centu-
ries). We believe that the presented results will help to remove the
discrepancies between gas and liquid permeability measurements,
between falling and constant head methods, between permeabilities
of similar samples measured by different groups, or between sub-
samples of different dimensions extracted from a larger homoge-
neous sample. The starting point is to keep in mind the virtual
geometry of constant cross section over the full system length [the
red in Figs. 5(a) and 1(c)].
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3D gray-scale reconstructions and binary (segmented) images:
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2D projections and 3D gray-scale reconstructions: https://
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Pressure and viscosity measurement logs, experimental perme-
ability values, 2D optical scans of beads: https://doi.org/10.25452/
figshare.plus.16867417

APPENDIX A: EXPERIMENTAL DETAILS
1. Choice of glass beads, their diameter distribution,
and density

The appropriate choice of bead diameter played a key role in
this study. There are two competing effects: discretization (scan-
ning) resolution and Reynolds number, Re ¼ qdspvavg=l, where dsp
is the bead diameter, vavg is the interstitial flow velocity, l is the
fluid viscosity, and q is the fluid density. Decrease in dsp reduces
both the discretization resolution (in voxels per dsp) and Reynolds
number, and vice versa. Our original plan was to obtain the maxi-
mum resolution of r¼ 100 voxels per bead diameter and Re< 1,
ideally Re	 1. The available CT scanning equipment (see below)
advertises the minimum voxel size of 3 lm, but taking into account
the usual contrast loss at the minimum declared voxel sizes, we tar-
geted the voxel size of 5 lm or larger. This leads to the average bead
diameter of 500 lm. Using water as working fluid (l¼ 1 mPa�s at
20 
C), such a diameter choice results in the pressure drop of
�300 Pa for Re ¼ 1 when using the sample dimensions and perme-
ability from this study. The pressure transducer we used has the
working range of 0–34.5 kPa (or 0–5 psi), and it is already the lowest
range in the product line of up to 10 000 psi. This simple estimation
suggests that water was not suitable as the working fluid for the
available equipment. The only choice left is to use another fluid
with higher viscosity. Increase of viscosity is an efficient tool to
reduce Reynolds number: for a given pressure drop, Re � l�2

because increase in l simultaneously reduces vavg and Re. We chose
glycerol–water solutions as the working fluid for two reasons. First,
glycerol has excellent solubility in water, allowing us to switch
between different glycerol–water solutions by flushing an “old”
solution with a “new” one. We also could replace the dissolved glyc-
erol with water, then dry the sample, and obtain air–glass phases
for better CT imaging. Second, compared with water, glycerol has a
significantly higher viscosity (�1400 mPa�s at 20 
C). The only
drawback is its strong viscosity dependence on temperature, about
10 times higher than that for water (about 10% change in l for 1 
C
at 20 
C). Therefore, we mixed glycerol with water to obtain the vis-
cosities of only about 20–50 mPa�s to balance the lower Reynolds
number and weaker viscosity–temperature dependence. The bead
diameter was fixed at �500 lm, and this resulted in the actual Re
values between 0.0077 and 0.26 in this study.

We used two commercially available glass beads, provided by
Kramer Industries (Piscataway, United States) with the US mesh
30–40 grade (beads1) and “Cell disruption media, 0.5mm” by
Scientific Industries (Bohemia, United States) referred to as beads2.
Both types of glass beads are made of soda-lime glass, as reported
by manufacturers.
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For a two-dimensional characterization of the beads, we spread
them in a single layer over an adhesive tape and acquired high-resolution
images using an optical microscope DM6 FS by Leica Microsystems
(Wetzlar, Germany), Figs. 9(a)–9(c). The resulting images were processed
with the circle finding method by Atherton and Kerbyson,57 imple-
mented in the function imfindcircles in the MATLAB (Mathworks,
Portola Valley, United States) software package, Fig. 9(d). Each adhesive
tape fragment contained about 4000 beads diameters. We collected four
fragments for each beads type, and the corresponding beads diameter dis-
tribution are shown in Fig. 9(e). Figures 9(b)–9(d) suggest that beads1
are less homogeneous and contain more defects than beads2, which is
also noticeable in the larger distribution width and skewness [Fig. 9(e)],
lower density values [Fig. 10(c)], and the sample color change after CT
scans [Fig. 12(g)]. The beads1 diameters below 350 lm were excluded
from the Sauter diameter calculation because they are not separate beads
[red circles in Fig. 9(d)]. We again note that particular choice of
Sauter diameter as characteristic length has no impact on experiment–
simulation permeability comparisons within this study, and its main
purpose is to compare the present results with past studies [Fig. 3(a)].

Bead density was determined using the Archimedes law
[Fig. 10(a)],

q ¼ Wair

Wair �Wwat
ðqwat � qairÞ þ qair;

where Wair;wat is beads weight either in air or de-ionized water
(reference ultrapure water (type 1) from the Milli-Q Purification
System, Millipore, Merck, Kenilworth) of the corresponding
density qair;wat. We used the values of qair ¼ 0:0012 and
qwat ¼ 0:997 66 g � cm�3. For some measurements, we observed a
slow change in Wwat [Fig. 10(b)] that we attribute to the dissolution
of bubbles or trapped air film on the surface of a plastic Petri dish
(with or without beads) after its immersion. Therefore, for the den-
sity calculations, we took the average value of Wwat after it was
observed stable for at least 12 h. Weights Wair;wat were determined
using two analytical balances with a 0.1mg readability, XS204
(room1), and XSE104 (room2), by Mettler Toledo (Columbus,
United States). Each density measurement involved about 2–5 g of
beads, which is 12 000–30 000 beads assuming 0.16mg weight of a
single 500 lm bead. Each 2–5 g sample was disposed of after the

FIG. 9. Overview (a) and zoomed regions
[(b) and(c)] of high-resolution images of
beads placed on an adhesive tape. Result
of the circle finding MATLAB function
imfindcircles (d) with the corre-
sponding distribution of �16 000 beads1
and �16 000 beads2 diameters (e). The
red circles in panel (d) highlight diameters
below 350 lm, which do not belong to
individual beads.
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measurement. Weight oscillations in Fig. 10(b) observed for all
measurements in room1 are due to temperature (and water density)
oscillations [Fig. 18(i)]. These oscillations give an idea about
accuracy of the employed analytical balances relative to the
detected weight change. We determined and used the values of
qbeads1 ¼ 2:490 and qbeads2 ¼ 2:515 g � cm�3 in all calculations.
Normalized standard deviation of density is 60.1% for beads1 and
60.05% for beads2. We do not consider this uncertainty in the cal-
culation of total uncertainties (Appendix E) because the porosity
uncertainty mainly depends on the uncertainty in confining con-
tainer volume, originating from the voxel size uncertainty.

2. Glass tube (wall) and plugs

To confine glass beads, we used glass tubes made by Schott
(Mainz, Germany) from borosilicate glass. The tubes have the
reported density of 2:23 g � cm�3. This is noticeable on CT images
as darker gray value of wall voxels compared to solid voxels of
2:5 g � cm�3 soda-lime glass beads [Fig. 21(e)]. One tube end was
welded [Fig. 11(a)] and has a sightly wavy shape. The sample with
packed beads did not overlap with the welded end. For the porosity
calculation, we need to know the internal tube diameter. The manu-
facturer specifies only the outer diameter as 126 0.16mm and the
wall thickness as 1.56 0.07mm, resulting in 8.7–9.3mm (600 lm)
range for the possible inner tube diameters. Such uncertainty is
totally unacceptable for this study, and, therefore, internal tube
diameters for each sample (P3 or P4) were determined from CT
images. We note that 600 lm range is applicable for different

samples, while each particular tube sample demonstrated excellent
internal diameter uniformity over its length as well as roundness, at
least on a �10 lm scale relevant for this study. For each packed
tube sample, several gray high-resolution CT images with voxel
sizes between 9.8 and 7.3 lm were used to manually find a circle fit-
ting the glass tube wall. The obtained diameters were averaged to
estimate the internal diameter for each tube. Our estimations
resulted in Dtube

P3 ¼ 8984 and Dtube
P4 ¼ 9044 lm. In a similar way, the

length of each tube segment between plugs was estimated from CT
images as LtubeP3 ¼ 59 649 and LtubeP4 ¼ 60 330 lm. For uncertainties
in these values, see below.

Plugs [Fig. 11(b), top] were fabricated from polyvinyl chloride
by a KAUST workshop, according to a custom design. Four rubber
O-rings restricted leaks between plug and glass tube and also ori-
ented the plugs coaxially with the tubes. Each plug has a hole of
about 1.89mm in diameter determined from CT images with the 6-
micron voxel size (the 3D images are available in the supplementary
material). Initially, we used nylon mesh to prevent the beads from
entering the plug hole. Later, we switched to silicon meshes for bet-
ter segmented image quality [Fig. 11(b), bottom].

3. Packing process and porosity estimation

Glass beads were packed using tools shown in Fig. 12(a). In
general, we followed previous studies58 to reduce the packing poros-
ity as much as possible in order to obtain the mechanically
stable samples. The goal here is to avoid beads displacement during
permeability measurements or sample movements within lab. We

FIG. 10. Weighing beads1 and beads2 in
air (Wair ) and in water (Wwat) to determine
their density (a). Sometimes, a slow
increase in weight with time (b) was
observed for Wwat due to dissolution of
bubbles [(a), right)] or, in general, air film
trapped on a surface of plastic Petri dish
after its immersion. (c) The density values
for both bead types and repeated experi-
ments. The spikes in panel (b) (experi-
ments No. 11 and 13) are caused by
accidental hitting the table with the bal-
ance by lab personnel.
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packed beads in water under ultrasonic vibration [USC-THD/HF
Ultrasonic Cleaner by VWR (Radnor)] and added beads in batches
[Fig. 12(d)] with about 10 batches in total, for P3 or P4. After add-
ing the next batch of beads into the glass tube, we applied vibration
for about 30 s [Fig. 12(e)] and also used glass stick to gently tap the
beads from the top [Fig. 12(f)]. The necessity of the tapping step is
unclear, but we kept it for its simplicity. USC-THD/HF Ultrasonic
Cleaner has the reported ultrasonic frequency of 132 kHz, which
significantly exceeds the frequency used by Yu et al.58 Plastic Petri
dish [Figs. 12(b) and 12(c)] was used to track the beads accidentally
passing through the mesh, but none were observed. Original beads1
and beads2 with the corresponding packed samples are shown in
[Fig. 12(g)]. Color change was observed later for both beads types
due to extensive x-ray CT scanning, and beads1 tends to change

their color more due to larger fraction of defects (test sample was
exposed to x-rays for shorter time compared to P3). The porosity of
both samples was determined using mass of the packed beads, their
density, diameter of each glass tube and its length between plugs.
The tube was assumed to be an ideal cylinder, with the top and bot-
tom bases shown in insets in Fig. 24 as the “left” and “right”
meshes. The half-mass of �50 beads crossing each cylinder base in
the small gap between plug and tube wall was estimated. This mass
(0.12–0.14%) was subtracted from the total mass of glass beads for
samples P3 and P4. After that, the volume of glass beads was calcu-
lated and increased by the approximate volume (�0.5%) of the sili-
con meshes for P3 and P4 samples. This allowed us to obtain a
single value for the volume of glass (either beads or meshes) within
P3 or P4, and segment air from glass phases applying a global
threshold to gray CT images. The porosities were estimated as
eP3 ¼ 35:414% and eP4 ¼ 35:689%, where underlined digits indi-
cate uncertainty (discussed below).

Porosity distributions along P3 and P4 samples are shown in
Fig. 24. At both ends of each sample, there are oscillations originating
from ordering of the beads near a hard wall (the so-called geometrical
wall effect, e.g., Figs. 1 and 2 in Khirevich et al.59). One can see that at
the welded tube end, which was at the bottom during the packing
process [Fig. 12(b)], the porosity oscillations have lower minima.
This suggests that the welded end of each sample is densely packed.

Let us assess the obtained porosity value of �35.5% for the
tube-to-bead-diameter ratio of about 18. The similar porosity for
the similar diameters ratio was observed by Yu et al.58 (their Fig. 1,
bottom) for samples packed in batches using one-dimensional
vibration. The value of eP4 exceeds eP3 due to the narrower distribu-
tion of beads2 diameters,60 Fig. 9(e). All porosity values are below
so-called “random close packing limit” of �36.6% reported for
packings of equal spheres,60,61 which supports the assumption
about mechanical stability of the prepared samples. From the opera-
tional experience, there was no evidence of beads displacement
within the sample.

FIG. 12. (a) Tools used to pack glass beads, including antistatic gun “Zerostat” by Milty. Glass tube and larger plastic Petri dish before (b) and after (c) immersion in the ultra-
sonic cleaner. (d) Pouring glass beads into the tube in batches. (e) Applying vibration. (f) Slight tapping with a glass stick. (g) Packed test samples, P3 and P4, with beads and
meshes as indicated.

FIG. 11. (a) Glass tube used as the confining wall for glass beads. One end of each
tube was welded and has a wavy shape. (b) Custom-designed polyvinyl chloride
plugs with 1.89mm internal hole diameter. Initially, the plugs were covered with
nylon meshes, while later with silicon ones to improve the quality of segmented
images after CT scans.
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Despite the packing process with immersion, all three samples
contained some air bubbles inside, visible through the transparent
confining wall. Placing the sample under vacuum allowed dissolved
air and bubbles to escape the sample through the holes in plugs.

4. Tubing, syringes, and pump

Each sample was connected to a syringe installed on the PHD
ULTRA 4400 pump (Harvard Apparatus, Holliston, USA) using flexi-
ble tubing, Fig. 13. The internal diameter of the tubing was estimated
from thin slices using optical microscopy (1.3 lm pixel size) and x-ray
CT imaging (6-lm voxel size). Both methods resulted in 1.73mm,
which is noticeably different from the specified 1.65mm (0.065 in.).
The flexible tubing length was estimated using the digimatic caliper
500–197–30 by Mitutoyo (Kawasaki, Japan) with the reported maxi-
mum permissible error of 60.02mm (60.04mm). However, taking
into account the non-straight tube cuts and slight bending, we use
the subjective uncertainty estimation of 60.5mm, assuming that the
reported system length is accurate to within 1mm. The internal tube
end location inside each plug was found from CT images with the 6-
micron voxel size. The total system length for S3 and S4 of about
211mm results in the relative uncertainty of 60.24%.

We employed four glass gastight syringes [Fig. 16(a)]: two
10ml by SGE Analytical Science Pty Ltd (Ringwood, Australia), one
1000 series 10ml, and one 1000 series 25ml by Hamilton (Reno).
The rationale here was to address possible flow rate variation due
to the variability in dimensions of each syringe. Each series of 16
permeability measurements for each viscosity value and each P3 or
P4 sample started with the 10ml syringe until its depletion.
Hereafter, we switched to the 25ml syringe refilling it when neces-
sary to finalize the collection of 16 permeability values. Each 10ml
syringe was used for a single viscosity value, while the 25ml syringe
was employed for all three viscosities, as indicated in Fig. 16(a).
Gastight syringes by both Hamilton and SGE have the declared
accuracy of 61% of the dispensed volume, while for the PHD
ULTRA 4400 pump, the accuracy is 60:35%. We tested all four
syringes with this pump and found an average relative error of
60:2% while comparing the specified and actual dispensed volumes
of de-ionized water. The volume was calculated by weighing the
dispensed sample on XSE104 balance and assuming the water den-
sity of 0:99 766 g � cm�3. The infusion time was between 20 and

240 s, and no systematic dependence of the error in the dispensed
volume on time was observed. Therefore, we consider the dispensed
volume error of 60:2% as the total uncertainty in the discharge
rate during permeability measurements.

5. Pressure drop

Inlet pressure Pin was measured using the gauge-type DXD pres-
sure transducer (Heise, Stratford, USA) with a working range 0–5psi
(0–34.5 kPa) and averaged its values as indicated in Fig. 14(a) during
non-zero flow. The transducer was connected to tubes, and the corre-
sponding hydrostatic region [dashed green in Fig. 1(c)] was filled with
the Fluorinert Electronic Liquid FC-40 oil by 3M (Saint Paul) with the
declared density of 1:85 g � cm�3. For each permeability measurement,
the operator opened the right door of the glass box [Fig. 18(f)], turned
on the pump, started infusion, kept the right door almost closed while
waiting for infusion to finish, opened the door again, turned off the
pump, and locked the door closed. The vibration from door opening–
closing and from turning on–off the pump is visible as spikes in the
recorded pressures [Fig. 14(b)].

In the absence of flow, the transducer recorded pressure P0,
Fig. 14(b). We found that the value of P0 is determined by the shape
of meniscus at the system outlet: a concave meniscus reduces P0,
while a convex one increases it [subpanels “i” and “ii” in Fig. 14(b)].
Figure 14(b), subpanel “iii,” shows also the situation when the drop
forming a convex shape reduces P0 due to gravity. The reported
accuracy for the DXD pressure transducer is 0.02% of the full scale,
meaning that it is able to resolve pressures at least 34.5 kPa/5000
� 7 Pa while the capillary pressure for 1.73mm inner diameter tube
and the employed glycerol–water solutions is about 160 Pa. Wiping
off the drop “iii” [Fig. 14(c)] results in an unpredictable increase or
decrease in P0 [Fig. 14(d)], depending on the shape of the formed
meniscus.

Figures 14(e) and 14(f) show P0 before and after each permeabil-
ity measurement for all 96 experiments. We observed that after many
hours at rest, the system tends to form meniscus “i” at the outlet, which
reduces P0 by �160 Pa and explains why left parts of Figs. 14(e) and
14(f) show lower values. Figures 14(e) and 14(f) also includes P0 values
obtained for the short time intervals, �20 min, between consequent
experiments. Here, P0 before and after a given measurement may be
similar. Additionally, the value of P0 is also affected by horizontal level-
ing of the system, which could slightly change every time the syringe
was refilled. Therefore, we took P0 ¼ 1:3 kPa and considered its uncer-
tainty to be 60.05 kPa [the gray rectangles in Figs. 14(e) and 14(f)].
The pressure drop Pin � P0 was always between 7 and 37kPa or
22 kPa on average, and, therefore, we calculated the relative uncertainty
in pressure estimations as 60:05=22 � 60:2%, exceeding the uncer-
tainty of DXD pressure transducer tenfold.

In order to address the impact of horizontal alignment of the system
on the obtained permeability results, we inclined the sample significantly
up and down, which changed P0 to �1.7 and �0.9kPa, respectively.
Unsurprisingly, the permeability values estimated for the horizontal and
both inclined cases were identical when Pin � P0 was used.

6. Stabilization of permeability measurements

Initially, we installed the sample, syringe pump, and rheometer
next to each other [Figs. 18(b) and 18(c)] in order to maintain similar

FIG. 13. Tubing employed to connect each sample with the syringe pump. Despite
the reported value of 1.65 mm (0.065 in.), the estimated internal diameter is about
1.73mm.
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temperature for all of them. However, this led to �15% oscillations of
the measured permeability values, as demonstrated by the black circles
in Fig. 15. Such oscillations are typical for permeability measurements,
and they also can be observed in previous studies [Fig. 12(b) in Ref. 28,
the data by Loudon46 or James and McLaren45 in Fig. 3(a)]. We identi-
fied the following sources for the permeability oscillations: scatter due
to the viscosity measurements, ambient room temperature, and viscous
dissipation. Below, we discuss these sources and provide the ways for
their minimization, resulting in �1%-stable permeability values (green
and red dots in Fig. 15).

7. Viscosity

We mixed 99.5% glycerol (Fisher BioReagents, Fisher
Scientific, Waltham, United States) and DI water in approximate

mass ratios 119:51, 76.5:23.5, and 80:20 [Fig. 16(a)], resulting in sol-
utions with viscosities of l0 � 21; l1 � 38; and l2 � 55 mPa � s.
For each sample P3 and P4, we mixed l0;…;2 separately and, there-
fore, obtained six water–glycerol solutions with lP3

0;…;2 � lP4
0;…;2.

Viscosity of each solution was determined using MCR 302 modular
compact rheometer by Anton Paar (Graz, Austria). We used two
measurement systems together with MCR 302: “double gap” (DG)
and “concentric cylinder” (CC), shown in Fig. 16(b). The DG sys-
tem requires 5 times less sample volume and has larger surface con-
tact area allowing for a more accurate torque measurement.
However, tests with DI water revealed larger scatter for this system.
At low shear rates, this scatter increases probably due to the domi-
nant surface tension effects at the sample free surface (e.g., Figs. 1
and 5 in Johnston and Ewoldt62). With increasing the shear rate,
the relative contribution of free surface tension to the viscosity

FIG. 14. A: Example of a pressure log
from a DXD pressure transducer with the
indicated averaging of Pin for permeability
estimation. B: zoomed version of panel A
showing different values of the pressure at
rest, Pin ¼ P0, before and after each
experiment, and spikes in pressure due to
opening–closing the door of glass box by
an operator and turning on-off the pump;
these spikes are visible in panels (e) and
(f). Different shapes of meniscus at outlet
reduce (i) and (iii) or increase (ii) P0. (c)
Meniscus shape after wiping off a drop
similar to iii in (b), resulting in unpredict-
ably increased or reduced P0 (d). (e) and
(f) Pressure values at rest before and after
48 experiments for P3 and P4 each (dif-
ferent colors correspond to three different
viscosity values of working fluid). For per-
meability estimations, P0 was chosen as
1.36 0.05 kPa, the gray rectangle in (e)
and (f).
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values measured in the DG system decreases. Also, increasing shear
rate both for the DG and CC leads to an increase in apparent vis-
cosity values due to transition to the nonlinear flow. For the CC,
this transition occurs at significantly lower rates probably due to the
developing nonlinearity in flow behavior at the system’s bottom.
Another source of the scatter in viscosity values for the DG system
is the uneven fluid levels in the inner and outer gaps. This level gap
forms when the rotating bob enters the cup filled with a fluid sam-
ple. It is reported in DG specification and appears to be inherent to
the design of this measurement system.

Initially, we collected the fluid samples directly at the outlet, Fig.
16(c). In room1, where the rheometer is located, the effluent viscosity
was measured without active temperature control of the rheometer,
assuming that all parts of the experimental setup were in thermal equi-
librium. In room2, the temperature values were recorded by a digital
thermometer Fluke 54 II B (Everett) and then used as an input to the
active rheometer temperature control. Working fluids were switched,
and the flushing quality was approximately estimated from the pres-
sure drop change. By doing so, we attempted to measure the viscosity

FIG. 16. (a) Glycerol and water are mixed
at the indicated mass ratios, resulting in
solutions No. 0, 1, and 2 with the viscosi-
ties l0;1;2, separately prepared for each
sample P3 or P4. For each solution, 0, 1,
and 2, the 10ml syringes were used for
the permeability measurements, while the
25ml syringe was for all three solutions.
The plastic syringe was used for washing
out the old solution with a new one. (b)
The viscosity measurement systems, dou-
ble gap (DG) and “concentric cylinder”
(CC), were used with the MCR 302 rhe-
ometer. Notice the different fluid sample
levels in the inner and outer gaps of the
DG system. (c) Collection of effluent from
the permeability measurement to measure
viscosity later (“control of viscosity mea-
surement: no”). (d) Heat jacket mounted
on the porous sample during washing out
an old solution with a new one as a part
of “control of viscosity measurement: yes”
procedure.

FIG. 15. Permeability of a test sample packed with beads1 at different laboratory
conditions.
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of a fluid emanating from the porous sample and for which the pres-
sure drop was just measured. More careful analysis revealed that the
sample pore volume was about 1.4ml, and we needed to collect about
three pore volumes to fill the DG system sufficiently (3.8ml). Filling
the CC system would require about 14 pore volumes. This approach
requires significant fluid sample consumption and contains an unclear
contribution from the old solution, at least for the first measurements
after solution change. The results for the DG viscosity values and the
lack of proper sample washing are indicated in Fig. 15 as “control of
viscosity measurement: no.”

Later, for proper sample flushing control, we switched to a dif-
ferent approach. First, the viscosity–temperature dependence for
each solution was determined using the CC system after taking 19ml
samples from a stock solution of a given viscosity. Next, the corre-
sponding linear calibration curve was found (see the next paragraph).
Then, the sample was completely flushed with 50ml of a “new” vis-
cosity solution. To accelerate diffusion-controlled mixing during
flushing, a heating jacket [50 
C, Fig. 16(d)] was mounted on the
sample. Assuming glycerol and water diffusion coefficients to be at
least �10�10 m2/s,63,64 and the porous sample radius of 0.0045m, the
time needed to diffuse from the sample wall to its center is about
0:00452=ð2� 10�10Þ � 105 s or 28 h. In practice, we found that con-
tinuous infusion of 24ml of a new solution during 16 h was already
sufficient to obtain stable permeability values. However, we also
added four cycles of 4ml infusion at 1ml/min with 2 h of soaking to
ensure complete flushing. The corresponding permeability values are
referred to as “control of viscosity measurement: yes” in Fig. 15.

Figures 17(b)–17(d) show the viscosity–temperature dependen-
cies for the “control of viscosity measurement: yes” case determined at
four temperatures (21.0, 21.5, 22.0, and 22.5 
C). For each solution, we
took three 19ml samples from the stock solution [Fig. 16(a)]. Each
obtained viscosity–temperature curve was fit with a line to obtain a
calibration curve, and later, this curve was used to calculate the viscos-
ity values at the temperatures from a digital thermometer attached to
the sample [Figs. 1(a) and 1(c)] inside room2. The digital thermometer
readings were offset from the MCR302 temperatures by 0.1 
C, for
which we corrected. Compared with DI water, the viscosity values for
glycerol–water solutions obtained with the CC system show reduced
scatter [panels (a) vs (b)–(d) in Fig. 17]. We relate this to the lower
contribution of the free surface tension to the measured viscosity val-
ues. Also, inertial effects reduced, and the glycerol–water viscosities
show no difference between shear rates of 20 and 50=s. For DI water,
the difference was about 5%. Surprisingly, glycerol–water viscosities
measured with the DG system still demonstrate �5% scatter, despite
reduced contribution from the free surface tension. The average DG
value is below the CC viscosity values. We attribute this scatter to the
aforementioned uneven levels of the fluid sample in the inner and
outer gaps. This explains why, during the stabilization of permeability
values in Fig. 15, the average value between “control of viscosity mea-
surement: no” and “yes” increased. For the final permeability measure-
ments, we used viscosities obtained from linear fits of the CC values at
the shear rate of 20=s. All logs from the MCR302 rheometer are avail-
able as the supplementary material.

All viscosity measurements were performed for torque values
of �10�6 N�m, which is well within the MCR302 torque operating
range of 10�8;…; 10�1 N � m. We did not find explicit values for
the accuracy of the MCR302 rheometer, probably due to the variety

of scenarios this device and its measurement systems can be used
for. However, the calibration procedure (while using a viscosity
standard 2000 AW, �¼ 1459 mPa � s at 20 
C) suggests to use
61.5% as the maximum permissible error for the shear rates of
�10/s. For our purpose, this error seems to be reasonable taking
into account the CC results for DI water [Fig. 17(a)], which is more
challenging compared to glycerol–water solutions. Therefore, we
assume that the error for the measured viscosity values is 61.5%.

For the sake of completeness, we estimate the shear rate within
sample pores, cpores, during permeability measurements using equa-
tion for the shear rate in pipe flow (cpipe ¼ 8vlinear=dpipe, where
vlinear is the linear fluid velocity and dpipe is the pipe diameter). If we
assume the pore diameter to be 1/3 of a bead diameter or 150 lm,
and the linear flow velocity of 1mm/s, cpores � 50/s.

8. Ambient temperature and viscous dissipation

Our initial experimental setup, referred to as “room1,” is
shown in Figs. 18(a)–18(c). We placed all key parts (syringe, pump,
and sample) close to the rheometer, where viscosity of the working
solution was measured without rheometer temperature control.
Our assumption was that the temperature of the rheometer and
experimental parts will be similar. The obtained permeability values
exhibited the �15% oscillations (Fig. 15), quite typical for standard
permeability measurements. The experimental setup in room1 was
directly exposed to the Heating, Ventilation, and Air Conditioning
(HVAC) system shown in Fig. 18(c). Using an undocumented fea-
ture of the DXD pressure transducer to measure ambient tempera-
ture TDXD, we found periodic oscillations of about 1 
C in
amplitude [red in Fig. 18(i)]. These oscillations were also noticeable
in the weight–time dependencies during the glass-bead density
measurements in room1, Fig. 10(b). Later, we installed a glass box
[Figs. 18(f)–18(h)] in another part of the laboratory with different
temperature control and without periodic temperature oscillations.
Metal surfaces of the glass box (ceiling and rear wall) and the front
doors exposed to HVAC were covered with additional thermal
insulation to damp ambient temperature oscillations. Tracking
TDXD values inside this glass box during 12 h and 14 days revealed a
complex temperature–time dependence without clear patterns, see
the blue dots in Figs. 18(i) and 18(j). However, sometimes we
observed time intervals of several hours, when the temperature was
stable within 0:05 
C [Fig. 18(k)]. This motivated us to measure
temperatures of individual parts of the experimental setup in order
to estimate their equilibration time with ambient temperature.

We employed the digital thermometer Fluke 54 II B with
two thermocouple junctions referred to as “T1” and “T2” (or
“Ti”) in this paper. Compared with TDXD with 0:01 
C readabil-
ity, the digital thermometer values are only 0:1 
C readable, but
this was found to be sufficient for the purposes of this work. In
addition, TDXD allowed us to track the temperature readings
remotely and log them into a file, while the digital thermometer
lacked this capability. First, we measured air temperature inside
the glass box with T1, T2, and TDXD (top row in Fig. 19). The val-
ues of Ti were found to be almost identical except one time inter-
val between 300 and 500min, where T1 was 21.7, while T2 was
21.6. We attribute this to the ambient temperature of 21.65 and
slightly different location of the thermocouple junctions.
Temperatures TDXD were found to be �0.45 
C above Ti due to
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the lack of calibration (recall that TDXD denotes temperature val-
ues from the pressure transducer, which is not a thermometer).
Also, TDXD values follow the ambient air temperature with a
slight time delay relative to Ti because of the casing of the pres-
sure transducer.

We placed the thermocouple junction T1 inside a dummy sam-
ple or inside an installed syringe, while T2 was left in air, as shown
in “sample þ air” and “syringe þ air” rows in Fig. 19. When the
temperature gradients were not very steep, T1 approximately fol-
lowed T2 within �60min (the gray rectangles with the indicated
time in minutes). Such a temperature behavior suggests that if the
air temperature inside the glass box is 0:05 
C-stable within 60min
or more, the syringe and the sample will also have a similar temper-
ature. Therefore, we measured permeability after ambient air

temperature TDXD within the glass box was 0:05 
C-stable for at
least 60min. The corresponding permeability values are named as
“control of ambient temperature: yes” in Fig. 15.

Due to the simplicity of implementation, we also placed T1
inside the sample while T2 on its surface. A thermocouple junction
on the surface would allow us to track sample surface temperature
during the experiments, and the corresponding temperature read-
ings demonstrated a time lag between 25 and a few minutes
(“sample þ surface” rows in Fig. 19). To our surprise, during actual
permeability measurements, we found that, despite 0:05 
C-stable
ambient temperature for> 60min, both Ti installed on the sample
surface showed 0.2–0:3 
C temperature increase within 1–2 min
after the experiment start (Fig. 20). This increase was observed in
all experiments, and T1 was never below T2. T1 was installed near

FIG. 17. (a) Measured viscosity of DI water with the reference value of � ¼ 1:00 mPa � s at 20 
C. Measurements are done using the MCR 302 rheometer with the DG and
CC measurement systems. With an increase in the shear rate, the measured viscosity increases due to the transition to non-linear flow. The scatter between similar measure-
ments is attributed to free surface tension. (b)–(d): Measured viscosity of solutions 0, 1, and 2, separately prepared for the P3 and P4 samples. Each measurement (either cir-
cle or dot of a given color) for the CC system is repeated three times. Values for P3 and P4 differ slightly due to the preparation of new solutions 0, 1, and 2 for the
permeability measurements of each porous sample.
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the entry point of fluid into the porous sample while T2 at the sam-
ple end, as indicated in Fig. 1(c). Swapping T1 and T2 did not
change this picture. For all employed flow rates, the increase in Ti
never exceeded 0:3 
C, but for lower flow rates, the temperature
increase was slower. We attribute this temperature increase to

viscous dissipation, which is the irreversible conversion of the fluid
kinetic energy to heat. The rate of heat generation due to viscous
dissipation is proportional to the first power of viscosity and the
second power of the flow rate.65,66 In a test experiment, we used
two discharge rates, 1 and 12ml/min. This rate increase translates

FIG. 18. Original [(a)–(c)] and improved [(d)–(h)] experimental setups installed in room1 and room2 (or glass box), respectively. (a): test sample with a longer tubing in room 1.
The tube was cut later for the samples P3 and P4 before using them in room2 (d). The numbers in (a)–(h) refer to the same parts of the experimental system: 1 indicates
syringe pump, 2—syringe, 3—rheometer, 4—DXD pressure transducer, 5—sample, 6—digital thermometer, and 7—the hardware used to power the DXD pressure transducer
and collect logs. Panel (e) shows the experimental setup installed inside the glass box (f); (g) and (h) show the box side views. (i) Ambient temperature TDXD in room1 (red
dots) and room2 (blue dots) measured for 12 h with the DXD pressure transducer. The room1 temperature is subject to periodic oscillations. (j) TDXD in room2 for 14 days. (k)
TDXD in room2 for 3.5 days with 0:05 
 C-stable temperature during the 400 min highlighted in red.
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into 12 times larger flow velocity and fluid enthalpy efflux, and
�150 times larger heat generation rate. However, both experiments
resulted in 0:2 
C temperature increase after 1 and 2min for 12 and
1ml/min, respectively (Fig. 20). It seems that the generated heat
increases the sample temperature and the resulting heat and
enthalpy fluxes from the sample into the air. These fluxes cool the
sample and counteract the viscous dissipation heating. Therefore,
the sample always reaches some temperature above ambient air to
establish a constant heat flux and dissipate the generated heat. In
other words, for all employed flow rates, and given the sample

geometry, the viscous dissipation always heats the sample until its
surface reaches 0.2–0:3 
C above ambient air temperature. Having
this hypothesis in mind, we decided to reduce the duration of per-
meability experiments from several minutes to 30 s while collecting
pressure logs in a high-frequency mode (about 40 readings per sec-
ond; in this mode, the DXD pressure transducer does not allow
recording ambient temperature). From below, the duration of each
experiment was limited by pressure oscillations due to drop forma-
tion and detachment at the outlet [Fig. 14(a)], and the necessity to
log several such oscillations for averaging.

FIG. 19. Temperature inside room2 (glass
box) measured with the DXD pressure
transducer (TDXD) and a digital thermome-
ter (T1;2). The temperatures are measured
for air, syringe, sample, and sample sur-
face. Left and middle column: different
views of the placement of temperature
sensors. Right column: the readings col-
lected over 1300 min; the gray rectangles
and numbers indicate approximate time
intervals (in min) for T1 to reach the ambi-
ent air temperature T2. Time interval
between readings is 5 min.

Physics of Fluids ARTICLE scitation.org/journal/phf

Phys. Fluids 34, 123603 (2022); doi: 10.1063/5.0123673 34, 123603-20

VC Author(s) 2022

https://scitation.org/journal/phf


We used two time intervals between the consecutive experi-
ments: about 20min (short) and above 60min (long). After per-
forming each experiment, TDXD was monitored during a short
interval, and if it was 0:05 
C-stable, we started the next perme-
ability measurement. We never used more than two consecutive
short intervals even if the ambient temperature remained stable.
It appears that some excess heat was still in the sample, and we
needed to cool the sample down while waiting for a long interval.
Such an approach resulted in excellent stabilization of permeabil-
ity values (“control of viscous dissipation: yes” in Fig. 15).
Each series of 16 experiments in Fig. 4 for a given
glycerol–water solution and sample was performed in a row,
without observing outliers. The actual wait times between each
30 s experiment are specified in Figs. 4(a) and 4(b). The DXD
pressure transducer logs for all 96 experiments are available in
the supplementary material.

APPENDIX B: SAMPLE IMAGING
1. X-ray computed tomography

The bead packing was flushed with DI water and then dried
to obtain air–glass phases inside the sample. For image acquisi-
tion, we use the CoreTOM X-Ray CT scanner (XRE Tescan,
Ghent, Belgium). Figures 21(a) and 21(b) show the scanner, x-
ray source, sample, rotating stage, and detector. The sample
installed on the rotating stage is penetrated by x-rays from a
number of angles resulting in 250–1800 of 2D projections [Fig.
21(d)], which are recorded with the detector [Fig. 21(b)]. After
application of the inverse Radon transform, 3D image of the sam-
ple [Fig. 21(e)] is reconstructed from its 2D projections. This last
step is implemented using the proprietary Tescan software.

Each sample P3 or P4 was scanned at 18 different resolutions, r,
between rmin � 3 and rmax � 64 voxels per Sauter sphere diameter of
beads1 or beads2. The corresponding voxel sizes were between 180 and
7.3 lm. It was found that, for the employed system, better image con-
trast is observed for the source–detector distance (SDD) of about
850mm, within the possible range of �400–1000mm. For example,
changing SDD to � 400 mm substantially reduced scan time but also
degraded image contrast [Fig. 22(a), top]. The tube voltage of 60 kV
and power of 15W were found to be optimal for the employed x-ray
system while looking for the balance between scan time and image
quality. The exposure time was about 4.5 s per projection to suppress

image noise to below the level at which the use of noise reduction algo-
rithms is unnecessary. No beam-hardening correction was applied, and
no ring artifacts were removed.

When the discretization resolution exceeded ten voxels per
bead diameter, the whole sample scan must be split into several seg-
ments [Fig. 21(c)], and for the highest resolution, 8 such segments
with slight overlap were obtained. Later, these segments were
merged together based on motor positions. We found very minimal
visual misalignment between the segments, with no impact on the
simulated permeability values. No image brightness normalization
between the segments was necessary due to the identical scanning
conditions.

During long scans, the state of x-ray source (tube) changes,
and the tube must be refreshed. The scan process itself is 360
 of
continuous rotation of the sample at a constant angular velocity,
which has angular acceleration only at the beginning and end of the
scan. Interruption of the scanprocess may result in the slightly mis-
aligned sets of projections. We found that the image quality
degraded if a single 3D reconstruction is obtained using projections
from different sets. In other words, if the tube is refreshed at least
once during a given 360
 scan, image quality decreases. In addition,
we found that the tube needs to be refreshed after �4 h of scan
(otherwise image quality again decreases). Four hours per single
scan of the whole sample (or each segment) is, therefore, the upper
time limit. Taking into account the choice of other settings (the
tube voltage, power, and exposure) and difficulties in the allocation
of CT scanner time, the originally planned rmax ¼ 100 scan was
reduced to rmax � 65. All 18 resolutions for each sample P3 or P4
were acquired without removing the sample from the stage, and the
total scan time was about 6–7 days per sample.

2. Image contrast, processing, and segmentation

As mentioned above, the internal wall diameter was determined
from gray CT images. With this in mind, for 2–3 random gray slices of
each high-resolution scan, we manually found a circle diameter, which
fits best the internal tube diameter. The circle diameters were recorded
with a 0.5 voxel accuracy and multiplied by the voxel size of a given
scan. Then, the obtained tube diameters in micrometers were averaged
over four high-resolution scans. The final average internal tube diame-
ter was 89846 1:6 lm for P3 and 90446 1:6 lm for P4, where the
indicated uncertainty is 6(one standard deviation). Using a similar
procedure, the length of P3 was estimated as 59 64968 and

FIG. 20. Left, green: after ambient room2
temperature from the DXD pressure trans-
ducer TDXD was observed to be 0:05 
C-
stable for 100min, the permeability
measurement started. Right: change in
T1;2 after performing permeability mea-
surement with 12 and 1ml/min discharge
for 1 and 2min, respectively. Left, red:
illustration of the magnitude of T1;2 tem-
perature change due to viscous dissipa-
tion (see the text).
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60 33069 lm for P4. However, here, the indicated uncertainty is
6(one average voxel size) which actually means 6(one slice No.).

After recording 2D projections and calculating a 3D recon-
struction, we obtained a set of 16-bit .tif images with the gray
values from 0 to 65 535, completely describing the internal 3D pore
space of each sample at a given resolution. The next step was to
mark wall voxels in order to exclude them from segmentation and

segment only two phases: glass and air. For this purpose, we
employed the circle-finding MATLAB function imfindcircles.
Initially, only 65%-approximate circle diameter was used with
imfindcircles, and the function provided a pair of (X, Y) coor-
dinates for the each .tif image. The black dots in Figs. 21(g) and
21(h) depict the whole set of (X, Y) coordinates after imfind-
circles for one of the P3 high-resolution scans. Then, each set of

FIG. 21. (a) and (b) Our x-ray CT scanner, its parts, and installed sample P3. (c) Enlarged view of the sample with eight indicated segments to be scanned separately and
merged later. (d) An example of projection of one scan segment. (e) One slice of a 3D reconstructed image with the red circle indicating the wall location. (f) Voxels outside of
the red circle were marked as wall (or just white color). (g) and (h) Black dots indicate the X and Y coordinates of the red wall circles for each slice of a 3D image. The coor-
dinates of these circles were found with the imfindcircles MATLAB function. The red lines in (g) and (h) are the corresponding polynomial fits. (i) Enlarged view of the
very small green squares from panel (e), showing placement quality of the wall circle over the imaged wall. The red circle in (e), (f), and (i) has the diameter of about 1200
voxels.
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the X or Y coordinates was fit with a separate polynomial [the red
lines in Figs. 21g and 21(h)], and these two polynomials together
with accurate tube diameter were used to initialize wall voxels,
Fig. 21(f). Figure 21(i) shows four zoomed locations for P3 and P4,
demonstrating the quality of wall placement for the described pro-
cedure and available glass tubes.

Black dots with the corresponding polynomial fits in Figs.
21(g) and 21(h) allow to assess several aspects: quality of the scan
segment merging, straightness of the employed glass tube, and the
sample alignment along the vertical rotation axis. First, there are no
visible discontinuities between individual scan segments. Second,
the axial deviation of X and Y circle coordinates is excellent, about
1.5 pixels for 7000 slices or 15 lm for 60 000 lm length. Third, the
same deviation already includes the quality of the sample alignment
along the rotation axis, which by itself took several hours before
start of each sample scan. The accurate sample alignment along the

rotation axis was necessary to employ later the periodic boundary
conditions in flow simulations.

After marking the wall voxels, the rest of the 3D image was
segmented using a global segmentation threshold. The gray voxels
below (darker than) threshold were marked as fluid, while
above—as solid [Figs. 23(a) and 23(b)]. The threshold value was
chosen to match the voxel ratio fluid/(fluidþsolid) to the
porosity value determined from the mass of glass beads, their den-
sity, and volume of the confining container (eP3 ¼ 35:414%,
eP4 ¼ 35:689%). The confining container (glass tube) was assumed
to be a perfect cylinder. We intentionally kept this step as simple as
possible to avoid operator-dependence of the obtained results.

Figures 22(a)–22(c) and 22(o) show the examples of suboptimal
and optimal choice of certain scan parameters. It appears that the loss
of contrast in the image can be caused by various reasons, not just by
the suboptimal x-ray source settings. However, the final result is always

FIG. 22. Gray (top) and segmented (bottom) slices at various locations within 3D images acquired at different scanning conditions for a fixed resolution of r � 20. Right col-
umn: a slice from a 3D image obtained using downsampling via center method, also at r � 20. Notice the contrast increase from left to right (top) as well as less “bridging” at
bead contacts (bottom).
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the same: reduction of contrast results in the formation of “bridges”
between beads in the segmented image. The formation of bridges has
simple origin. Because of the fixed target porosity of the segmented
image, the numbers of fluid and solid voxels are fixed, too. With
the decrease in contrast, the darker air voxels near bead contacts
become brighter, and their larger fraction is marked as solid.
However, because of the fixed total number of solid voxels, their
number must be lowered somewhere else. First candidates to be
marked as fluid are the voxels at bead boundaries, but away from
contacts. This also means that the formation of bridges at lower perme-
ability locations is accompanied by the opening of the rest of the pores

at higher permeability locations. This leads later to an increase in simu-
lated permeability with loss of image contrast.

While looking for the limits in image contrast, we implemented
algorithmic methods to downsample original 3D images from their
high-resolution versions, r � 60, to medium and low resolutions,
3 < r < 25. The goal behind implementing downsampling was to pre-
serve the spatial distribution of gray level while using a lower number
of voxels. (The level of gray in each voxel of CT image is determined
by the density and atomic number of the scanned material.) We
employed two simple downsampling methods referred to as “via cen-
ter” and “via volume.” The downsampling via center method merged

FIG. 23. (a) and (b) Normalized histo-
grams of a high-resolution (r � 60, blue
circles) and medium-resolution 3D images
(r � 20). The medium resolution 3D
images are obtained from downsampling
via center (red dots), downsampling via
volume averaging (green dots), and origi-
nal CT scans (black dots). Dashed lines of
the corresponding color indicate the loca-
tion of segmentation threshold based on
the sample porosity. (d)–(f): Cropped sli-
ces for an identical location inside sample
for the high-resolution and downsampled
images. The green (red) arrows indicate
less (more) bridging. (g) The location as in
(d)–(f) for the original medium-resolution
scan. (c) Ring artifact (top, left) and a
solid “hanging” voxel (bottom, left).
The hanging voxel has no solid touch-
ing neighbors in three dimensions. [(c),
second left] The same image after 3D
median filtering: in the segmented image,
the hanging voxel disappeared, but small
bridging was introduced. [(c), black
square] The calculated revert mask (see
the text). [(c), right] The reverted 3D
median image with masked voxels marked
to very dark gray value (top) and the cor-
responding segmentation (bottom). The
reverted 3D median-filtered image also
has reduced roughness at beads caps, as
indicated by the red or green dashed
circles.
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f 3 voxels of high-resolution image into one new voxel of the resulting
lower resolution image. The factor f was chosen as an odd integer num-
ber 3; 5;…; 19; 21. The gray value for each downsampled voxel was
equal to the gray value of the central voxel of the cube formed by f 3

voxels of the high-resolution image [Fig. 23(e)]. In other words, infor-
mation from a single center high-resolution voxel was used, while the
rest of f 3 � 1 voxels were discarded. In downsampling via volume
method, the gray value of each downsampled voxel was the average
value of f 3 high-resolution voxels [Fig. 23(f)].

Figure 23(f) shows that downsampling via volume reduces image
noise because this downsampling acts, in principle, as a mean 3D filter.
However, volume downsampling also blurs contacts between beads,
which introduces additional bridges in the segmented image.
Conversely, the downsampling via center provides noisy but higher-
contrast image, also after segmentation. Figures 23(d)–23(g) show the
identical regions of a sample from high and medium-resolution scans
and the downsampling procedures. Obviously, the highest contrast and
less bridging are observed in panel (d), and the contrast decreases
toward (g) together with increasing bridging. Figures 23(a) and 23(b)
provide the corresponding normalized gray-level histograms for the
full 3D images, where the contrast loss manifests itself as an increasing
central plateau. The high-resolution and downsampled via center histo-
grams are identical. The quantitative impact of contrast loss and con-
tact bridging on permeability is discussed below.

Acquired CT images at high resolutions are subject to so-
called ring artifacts, Fig. 23(c), top left, which are mostly pro-
nounced in high-resolution scans. As mentioned above, we did not
apply image filters to remove ring artifacts because they can intro-
duce other image distortions. Oscillations in gray levels due to ring
artifact or minimal image noise can lead to solid voxels
“hanging” in the middle of a pore, away from the solid boundaries
[Fig. 23(c), bottom left]. These voxels break the parabolic-like flow
profile inside a pore and slowdown flow in general. In order to
remove such voxels, we applied a 3D median filter with (1,1,1)
radius using the Fiji software,67 Fig. 23(c). However, similar to
downsampling via volume, 3D median filtering introduced bridg-
ing. We found an efficient solution to recover or “revert” some
fluid voxels, which were turned into solid by 3D median filter-
ing. Namely, we compared the original and 3D median filtered seg-
mented images and identified clusters of new solid voxels
introduced by 3D median filtering. The clusters were found using
the bwconncomp MATLAB function with 26 nearest neighbor
connectivity in three dimensions. If the number of solid voxels
inside a given cluster exceeded 1, this cluster was reverted back to
fluid. The locations of such reverted fluid voxels were recorded
into a binary “revert mask,” Fig. 23(c), black. Then, this mask was
applied to the original gray image, and the corresponding gray vox-
els were changed to very dark gray value to ensure that they would
be fluid after segmentation. Finally, the 3D median filtered and
reverted gray image was segmented again using a porosity-based
global segmentation threshold. The result is shown in Fig. 23(c),
bottom right, where the hanging voxel was removed while bridging
was avoided. The implemented procedure also removed some mini-
mal roughness at the caps of beads [the green dashed circles in Fig.
23(c)]. The 3D median filtering and revert mask were applied only
to the four highest resolutions, r> 50. Some statistics for the num-
bers of fluid and solid voxels before and after filtering and

reverting is available in supporting files. Namely, the fraction of
affected solid voxels was <0:05%, while the difference in perme-
ability before and after this procedure was about 0.2%, i.e., mostly
cosmetic. However, the presence of occasional hanging voxels was
rather annoying, and the 3D median filtering with reverting was
our way to do something about it. The binary revert mask as well as
the original, 3D median filtered, and masked images in gray and
segmented versions are available as supplementary material.

Comparing dimensions of the object scanned either with CT or
with calibrated optical microscope (which is more precise equipment
and has �12 times smaller pixel size compared to CT voxel size), we
found the difference between the reported and actual voxel sizes of CT
scans. The estimated difference was aboutþ 0.25%, and, therefore, we
applied the correction factor of 1.0025 to all voxel sizes. For this correc-
tion, we added a subjective uncertainty estimation of 60.05%, assum-
ing that the correction factor is between 1.002 and 1.003. The
estimated porosities reported above then will have the following uncer-
tainties: eP3 ¼ 35:414 6 0:1%, eP4 ¼ 35:689 6 0:1%, or eP3 ¼ 35:324
� 35.518%, eP4 ¼ 35:600–35.792%.

APPENDIX C: FLOW SIMULATIONS

1. Simulation method and boundary conditions
To simulate Stokes flow of an incompressible fluid on the seg-

mented 3D CT images, we employed the lattice Boltzmann
method (LBM). LBM simulates evolution of fictitious particles,
which collide at lattice nodes and propagate along lattice links at
discrete time steps. We used a two-relaxation-times (TRT) version
of the collision operator,68 which is a truncated version of the
multiple-relaxation-times collision,69 and which is different in for-
mulation from the popular Bhatnagar–Gross–Krook (BGK) colli-
sion operator.70 However, all the obtained results can be
reproduced with the BGK LBM, although at higher computational
costs. A detailed description of the TRT LBM implementation can
be found in our previous study,36 together with a comparison with
the established semi-analytical results for Stokes flow in complex
geometries.71,72

The no-slip boundary condition at solid–fluid interface
was implemented using the “bounce-back” rule. For all simulations,
we used the body force value of 10�9 and the viscosity value
of �LBM ¼ 0:05, both in lattice units. The particular choice of
�LBM ¼ 0:05 was motivated by a faster solution convergence, see,
e.g., Fig. 7 in Ref. 37 and Fig. 6 in Ref. 73. The value of the so-called
dimensionless “magic parameter” K (controlling truncation
errors74) was taken as 0.25. Such a choice of K makes the converged
TRT permeability values equal within machine accuracy to the
BGK values obtained with a commonly accepted relaxation rate of
s¼ 1. To demonstrate this point, we also ran a few simulations with
1/6 of the lattice viscosity, which together with K ¼ 0:25 is equiva-
lent to BGK with s¼ 1. Please note that the simultaneous choice of
�LBM ¼ 0:05 and K ¼ 0:25 is not possible with s parameter in the
BGK collision operator.

At boundaries of the computational domain, we used periodic
boundary conditions, including inlet and outlet, and applied a body
force to drive the fluid. The periodic boundary conditions used
together with the body force are equivalent to the pressure bound-
ary conditions if the simulated geometry is periodic (e.g., see Table
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I in Talon et al.73). CT scans of real porous samples are not peri-
odic, and below we describe two approaches, with and without tub-
ing, to deal with this case.

Without tubing, the simulations were performed on 80% of
the length of each sample, Fig. 24, middle and bottom. This was
motivated by the porosity distribution, where the porosity oscilla-
tions near both sample ends were observed. We also tested the 90%,
70%, and 60% length fractions, and, as expected, the particular
choice had no impact on the following simulation steps. After
extracting 80% length from each sample, the geometry was mir-
rored in the longitudinal direction, and flow was simulated. Because
of the proper sample alignment with the axis of rotation during CT
scans [Figs. 21(g) and 21(h)], the body force was applied only along
the longitudinal direction, accurately mimicking experimental
conditions.

The simulations with tubing were performed using hollow
cylinders directly attached to 100% length of the P3 or P4 samples,
including meshes. To mimic flexible tubing and plug hole, we
used two hollow cylinders with diameters of 1.73 and 1.89mm,
respectively. These cylinders were discretized on a uniform cubic

mesh using resolution equal to the resolution of each sample.
Similarly to the case without tubing, proper sample alignment
with the axis of rotation during CT scans [Figs. 21(g) and 21(h)]
allowed the resulting geometry to accurately mimic the experi-
mental geometry.

2. Solution convergence

The lattice Boltzmann method updates the lattice links (and
the resulting permeability) iteratively. After a sufficient number of
iterations, the flow field for a given geometry does not change any-
more and can be considered as converged. The iterative evolution
of the calculated permeability is shown in Figs. 25(a) and 25(b),
together with the relative change in permeability between two con-
sequent iterations, Figs. 25(c) and 25(d). According to Figs. 25(a)
and 25(b), the simulations on 80% of the sample length require
about 103 iterations to converge, while those on the full system
comprised of the sample and tubes—about 106. The difference orig-
inates from the heterogeneities of these two geometries: the 80%-
sample-length geometry consists of similar pores between beads,

FIG. 24. Top: computer-generated packings using about 12 000 of beads1 and beads2 diameters. Both packings have porosity of about 36.2%, the minimal value we were
able to obtain with our generation algorithm for these beads. Middle and bottom: the longitudinal porosity distributions for the scanned and computer-generated packings at dif-
ferent discretization resolutions. For better experience, please use online version.
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while the full system additionally contains the long highly perme-
able tube. Because of the relative homogeneity of the 80%-sample-
length, less strict convergence criterion can be used, such as 10�7,
for the relative change in permeability between two iterations. (We
used about 10�9). For the full system, we used a stricter criterion of
10�11 to terminate simulations. According to Fig. 25(d), at the rela-
tive change of �10�11, the solution converges exponentially, which
supports the assumption that the obtained permeability values for
the full system are converged.

In Fig. 25, we demonstrate the solution convergence for both
(i) TRT with K ¼ 0:25 and viscosity of 0.05, and (ii) BGK with
s¼ 1 and the corresponding viscosity of 1/6. Clearly, the TRT colli-
sion operator provides converged permeability values identical to
BGK [insets in Figs. 25(a) and 25(b)] but with fewer iterations
[Figs. 25(c) and 25(d)]. We also mention that taking the viscosity
value of 1/6 and K ¼ 0:25 for TRT collision will produce results
identical to BGK after each iteration.

3. Reference resolution-independent permeability
values

After establishing criteria for the solution convergence, we use
two methods to estimate accurate permeability values. The first
method is based on our previous work,36 and uses the linear

extrapolation of permeability value for r !1. The second method
is based on the similarity of the relative errors in permeability for
different geometries. Both methods rely on a resolution study.
Due to prohibitive computational cost [growing as Oðr5Þ], we per-
form the resolution study only on 80% length of either P3 or P4
samples.

The first method suggests using K ¼ 0:05, calculate permeability
values at several higher resolutions (r � 60 or higher) and estimate
the “true” permeability value from linear extrapolation. The main idea
is that the discrete truncation error always vanishes with resolution
increase, but at a different convergence rate controlled by K. This error
includes two contributions: the second-order convergence of the LBM
away from solid boundaries and the first-order convergence of the
boundary condition (Fig. 3 in Ref. 36). Both contributions can have
opposite signs, which can lead to very slow transient error conver-
gence, also slower than first-order. With r !1, the second-order
contribution should decay faster leaving only the first-order contribu-
tion. However, for real complex geometries and K ¼ 0:25 (s¼ 1 in
BGK), the first-order-only convergence is never observed for any
reasonable resolution range. Taking K � 0:05 increases the
truncation error magnitude but also greatly accelerates transition to
the first-order-only convergence with increasing r (Fig. 4 in Ref. 36).
Hereafter, the true permeability value for r !1 can be determined
within 60.1% using linear extrapolation (Figs. 5 and 6 in Ref. 36).

FIG. 25. Evolution of the simulated per-
meability with LBM iteration count for the
80% length of P3 and P4 (a) and the full
systems S3 and S4 (100% length of each
sample plus tubing and plugs) (b).
Discretization resolution is about 20 vox-
els per Sauter diameter of beads1 (P3)
and (S3) or beads2 (P4) and (S4). The
insets in (a) and (b) show the gray-shaded
areas and demonstrate solution conver-
gence to identical value for each geometry
at the LBM viscosities of 0.05 and 1/6. (c)
and (d): the relative change of permeabil-
ity between two consequent iterations.
Significantly slower convergence is
observed for the full system length.
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The second method is based on the observation that the rela-
tive error in permeability is similar for different geometries. This
was observed at least for regular and irregular computer-generated
sphere packings of similar porosity but different permeabilities (Fig.
9 in Ref. 37). Following the methodology described in Subsection
3.4.2 in Khirevich et al.,37 we calculate the relative difference
between the extrapolated and simulated permeabilities.

Below, we employ computer-generated packings, discretizing
them at resolutions of the physical CT scans or higher. We find the

relative difference between K ¼ 0:05-extrapolated permeability values
(the first method) and permeabilities obtained with K ¼ 0:25 (the sec-
ond method). Then, for CT-scanned geometries we correct their
K¼ 0.25-permeabilities for the relative difference from the second
method, and compare the result with the K¼ 0.05-extrapolated values.

We computer-generated two packings using about 12 000
diameters of beads1 and beads2, packing the virtual beads in the
periodic containers with dimensions of 10� 10� 100 bead diame-
ters. Both generated packings have porosities of about 36.2% and

FIG. 26. (a) and (c) Permeability values
simulated with K ¼ 0:25 and K ¼ 0:05
for the computer-generated packings. (b)
and (d) Extrapolation of the permeability
values from (a) and (c) toward r !1 or
1=r ! 0. The color and dash type in (b)
and (d) correspond to the extrapolated
permeability values indicated as horizontal
lines in (a) and (c). (e) and (g) Similar to
(a) and (c) but for the original CT scanned
geometries. (f) and (h) Similar to (b) and
(d), but for the original CT scanned geom-
etries. Panels (e)–(h) contain additional
minor porosity corrections, see the text.
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are shown in Fig. 24, top. Hereafter, each generated packing is dis-
cretized on a uniform cubic mesh at various resolutions, and flow
simulations are performed using LBM. The discretization resolu-
tions are chosen to match the original CT scans of samples P3 and
P4, or to exceed them.

The permeability values at higher resolutions, r> 50, are shown
in Figs. 26(a) and 26(c). We performed two sets of simulations, with
K ¼ 0:25 and K ¼ 0:05, to apply both methods for accurate perme-
ability estimation. As mentioned, K ¼ 0:05 results in larger error
magnitude but close-to-linear error convergence behavior. The
linear extrapolation for K ¼ 0:05 is shown in Figs. 26(b) and
26(d), for several sets of resolutions, r ¼ 55;…; 64; r ¼ 80;…;
100; and r ¼ 112;…; 140. The extrapolated values are close, with a
slight improvement with the resolution increase, and the most accu-
rate values are obtained for r ¼ 112;…; 140. The relative difference
in extrapolated permeabilities between r ¼ 80;…; 100 and r ¼ 112;
…; 140 for both geometries is about 0.1%, which is consistent with
our previous results, Fig. 6 in Ref. 36. Therefore, we take the reference
values for computer-generated packings as

krefbeads1 ¼ 6:851� 10�4;

krefbeads2 ¼ 6:833� 10�4;

and assume them to be 60.1% accurate, as indicated with the gray rec-
tangles in Fig. 26. Using the second method for permeability estimation
with K ¼ 0:25, we get the relative difference of about �2:8;…;�2:6%
between the simulated permeabilities at r ¼ 55; …; 64 and the corre-
sponding reference value, both for P3 and P4 samples.

Before proceeding to CT-scanned images, we need to com-
ment that due to discreteness in positioning the first and the last
slice, resolution variation on real images introduces additional scat-
ter in porosity values. For example, extracting 80% from the image
with r¼ 55 and r¼ 64 will result in the slightly different porosity
values, despite that both 100%-long geometries were segmented
with the same porosity threshold for r¼ 55 and for r¼ 64. This is
also noticeable in the porosity oscillations for the computer-
generated and CT-scanned geometries, where the former overlap at
two resolutions (gray solid vs black dashed in Fig. 24, middle and
bottom), while the latter are slightly shifted (solid blue and solid
green in Fig. 24, middle and bottom). To compensate for this poros-
ity difference, we used e3=ð1� eÞ2 correction present in, for exam-
ple, the Kozeny–Carman equation. That is each permeability value
is corrected by ½e3=ð1� eÞ2�=½e3ref=ð1� eref Þ2�, where eref is the
porosity value for the 80%-length averaged over four highest resolu-
tions. Such a correction is small (�0.1% for most cases) but may
have a visible impact on the extrapolated values.

FIG. 27. (a) and (b) Relative error in the simulated permeability values for the originally scanned (laboratory-packed), downsampled, and computer-generated geometries. The
error is calculated relative to (i) the reference value of krefP3 ¼ 5:821� 10�4 (krefP4 ¼ 6:027� 10�4) for P3 (P4) originally scanned and downsampled geometries, and (ii) the
reference value of krefbeads1 ¼ 6:851� 10�4 (krefbeads2 ¼ 6:833� 10�4) for computer-generated geometries using beads1 (beads2). (c) Crops of 2D slices for the original CT
scanned, computer-generated, and downsampled geometries, demonstrating the formation of bridges at bead contacts with decrease in resolution and contrast.
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Next, we apply two accurate permeability estimation methods
to CT images scanned at high resolutions, r> 50. The extrapolation
results for K ¼ 0:05 are shown in Figs. 26(f) and 26(h), with and
without porosity correction. Hereafter, we apply the second method
and adjust the K ¼ 0:25 permeability values for �2:77;…;�2:59%
for P3, and �2:77;…;�2:60% for the P4 samples, averaging the
result. The second method provides slightly higher estimations for
the reference permeability, which is totally consistent with the
computer-generated case, subject to porosity oscillations [blue
dashed vs red solid in (e) and (g) and in (a) and (c) of Fig. 26].
Therefore, we used the permeability values from the second method
as the reference, resulting in

krefP3 ¼ 5:821� 10�4;

krefP4 ¼ 6:027� 10�4:

These reference values are for the 80% length case.
We note that two accurate permeability estimation methods

can be performed for different K-values, but following the described
logic will lead to the same result.

4. Relative error in permeability vs resolution
and contrast

After establishing the reference 60.1% accurate permeability val-
ues, we can construct the full permeability error–resolution curves,
Figs. 27(a) and 27(b), obtained for K ¼ 0:25 and the 80% length case.
Here, we include not only the original scans and computer-generated
packings but also the geometries downsampled from the high-
resolution scans. The rationale here is to address not only the resolu-
tion but also image contrast impact on the simulated permeability
values. Figures 27(a) and 27(b) demonstrate that (i) the permeability
error overlaps between the computer-generated and CT-scanned
geometries above r¼ 45, (ii) with a decrease in resolution, the lower-
contrast images exhibit higher permeability error, and (iii) the P3 and
P4 samples and their computer-generated twins demonstrate identical
behavior. From the reference permeability estimation methods and
from Figs. 27(a) and 27(b), it is clear that at low resolutions, the error
is positive, it crosses zero at r � 20, and with the resolution increase,
the error starts very slow convergence from below to the reference.

FIG. 28. (a)–(f) Velocity and pressure pro-
files for the model system in Fig. 5 with
and without sample installed. (g) and (h):
comparison of the LBM simulation stream-
lines with previous experiments and stimu-
lations. Panel (g) is reproduced with
permission D. V. Boger, “Viscoelastic flows
through contractions,” Annu. Rev. Fluid
Mech. 19, 157–182 (1987). Copyright
1987 Annual Reviews, Inc.75
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For completeness, we note that this whole study was originally
designed to obtain permeability error–resolution curves [Figs. 27(a)
and 27(b)] for real geometries and to analyze their difference from
the computer-generated geometries, if any.

Figures 27(a) and 27(b) suggest that the most accurate per-
meability values are not for r � 60, but for r � 20, if we use the
images downsampled via center and K ¼ 0:25. The employed per-
meability error–resolution analysis is performed for 80% length of
either P3 or P4. For comparison with the experiment, we need to
use the 100% sample length and add hollow cylinders mimicking
tubing and plugs. The cylinders also introduce the error in flow
simulations, which is straightforward to estimate using the
Hagen–Poiseuille equation. The inner diameters of the hollow cyl-
inders are between 63 and 81 lattice nodes. The relative error in
the LBM flow rate relative to the analytical value is about �0.5%
for K ¼ 0:25. Here, both the negative sign and the error magni-
tude are consistent with the error analysis for porous samples. In
order to alleviate the negative error from the hollow cylinders, and
as the final flourish, we intentionally chose the r-value resulting in
a minor positive error of aboutþ 0.3%. Such geometries were
obtained by downsampling via center with the factor of three the
high-resolution images indicated with the black “ii” for P3 and red
“ii” for P4 samples, Fig. 27(b). Each P3 and P4 downsampled
geometry was appended with the hollow cylinders, resulting in the

S3 and S4 geometries, and used for comparison with the experi-
ment in Fig. 4.

According to Fig. 27(b), the minor positive error in permeabil-
ity could also be obtained from the original (not downsampled)
scans at r � 28 and K ¼ 0:25, or at different values of K and
accordingly chosen resolutions. However, using the approach pre-
sented here, one will end up with the similar final permeability val-
ues. In summary, we have eliminated the arbitrariness of choice of
the K (or s in BGK) with the corresponding choice of the discretiza-
tion resolution.

5. Simulated velocity and pressure profiles

To give more insights into the three-dimensional model sys-
tem used to obtain results in Fig. 5, we provide the two-dimensional
velocity and pressure profiles obtained from the LBM simulations.
Figures 28(a)–28(c) and 28(d)–28(f) illustrate the results for a cylin-
drical holder with and without sample installed. Please notice the
pressure values from both sides of the tube–sample connection and
compare them for the case of installed sample and empty holder.

In order to compare our model with the well-established
results, we plot the flow streamlines for the case of Dsmpl=Dtube ¼ 4
with the empty holder. Previous simulation and experimental stud-
ies suggest formation of a corner vortex,75–77 which is reproduced
well by the LBM simulations.

FIG. 29. Experimental setups of Refs.
42–46. The red and green color drawings
in panel “Ma2011” sketch the mesh and
tube inside the geometry according to a
private communication with the authors.
For better experience, please use online
version. Panels Lo1952, Ja1975, Ma2011,
Fa1987, and Wy1955 are reproduced with
permission from A. G. Loudon, “The com-
putation of permeability from simple soil
tests,” G�eotechnique 3, 165–183 (1952).
Copyright 1952 ICE Publishing;46 D. F.
James and D. R. McLaren, “The laminar
flow of dilute polymer solutions through
porous media,” J. Fluid Mech. 70, 733–752
(1975). Copyright 1952 Cambridge
University Press;45 Macini et al.,
“Laboratory measurements of non-Darcy
flow coefficients in natural and artificial
unconsolidated porous media,” J. Pet. Sci.
Eng. 77, 365–374 (2011). Copyright 1952
Elsevier;43 Fand et al., “Resistance to the
flow of fluids through simple and complex
porous-media whose matrices are com-
posed of randomly packed spheres,” J.
Fluids Eng.—Trans. ASME 109, 268–274
(1987). Copyright 1987 American Society
of Mechanical Engineers;42 and M. R. J.
Wyllie and A. R. Gregory, “Fluid flow
through unconsolidated porous aggre-
gates—Effect of porosity and particle
shape on Kozeny–Carman constants,” Ind.
Eng. Chem. 47, 1379–1388 (1955).44

Copyright 1955 American Chemical
Society, respectively.
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APPENDIX D: EXPERIMENTAL SETUPS AND
PERMEABILITY VALUES FROM PREVIOUS STUDIES

Figure 29 presents experimental setups from previous studies
used for comparison in Fig. 3. The red and green color drawings in
panel “Ma2011” sketch mesh and tube inside the geometry accord-
ing to a private communication with the authors (Paolo Macini).

The results of Wyllie and Gregory were taken as the
Kozeny–Carman constant “k” from their Table II and estimating
permeability according to their equation (1) with S0 ¼ 6. The
results from Khirevich’s Ph.D. thesis were taken from Table 1.1. For
the results of Loudon, we used their Table 4 (“mean spherical diam-
eter” and “present experiments” columns), translating their hydrau-
lic conductance values into permeability with g¼ 9.81 m=s2 and
viscosity of water l ¼ 1:31 mPa � s at 10 
C.

The permeability values of James and Mclaren were calculated
after digitizing their friction factor (fJM) and Reynolds number (ReJM)
from their Fig. 1, considering only 0.011 cm and 0.022 cm-diameter
beads. The corresponding porosities were taken as 37.2% and 37.7%.
The product of fJM and ReJM was used to estimate the constant (�180)
in the Kozeny–Carman equation (see Fig. 3 caption).

For the Fand et al. permeability values, we used the values of
porosity and the Kozeny–Carman constant “k” from their Table I,
“simple media” rows, together with their equation (10). The minor
correction to their data was not to use their corrected “dh” bead
diameters from Table I (2.098, 3.072, and 4.029mm), but “nominal
diameters” from the paragraph below Table I (2, 3, and 4mm).

The permeability values from the Macini et al. study were taken
from their Table I, “glass beads” rows, “kgas” and “kliq” values. The
average bead diameters were calculated as the average between the
minimum and maximum values in the first column of their Table I.

APPENDIX E: SUMMARY OF UNCERTAINTIES

Table II summarizes individual contributions and total values
of the uncertainties for the experimental and simulation parts of
this work. Each total value was calculated as the square root of
sums of squares of the individual contributions.

In addition to the uncertainties discussed above, the uncer-
tainty in the sample area, DA=A, was estimated using the square of
the uncertainty in the voxel size correction factor (60.05%).
According to Table II, the major experimental uncertainty origi-
nates from the measured viscosity values.

The uncertainty in permeability estimation due to discretiza-
tion resolution, DkðrÞ=kðrÞ, is taken as its upper bound 60.3% due
to the intentional choice of that error for the sample region of the
simulation geometry.

The main source of uncertainty in the simulated values we
attribute to the uncertainty in voxel size, which defines the internal
glass tube diameter and the resulting porosity of the sample region.
We calculated kðDe=eÞ for the aforementioned porosity ranges,
eP3 ¼ 35:324–35.518% and eP4 ¼ 35:600–35.792%, using the rela-
tion k � 0:8e3=ð1� eÞ2. The additional estimated factor of 0.8 is
due to the presence of hollow cylinders [tube and plug regions in
Fig. 1(d)], which reduce the impact of sample permeability variation
on the full system permeability.

REFERENCES
1W. D. Reynolds, B. T. Bowman, R. R. Brunke, C. F. Drury, and C. S. Tan,
“Comparison of tension infiltrometer, pressure infiltrometer, and soil core esti-
mates of saturated hydraulic conductivity,” Soil Sci. Soc. Am. J. 64, 478–484 (2000).

2K. M. Gerke and M. V. Karsanina, “How pore structure non-stationarity com-
promises flowproperties representativity (REV) for soil samples: Pore-scale
modelling and stationarity analysis,” Eur. J. Soil Sci. 72, 527–545 (2021).

3S. Maus, M. Schneebeli, and A. Wiegmann, “An x-ray micro-tomographic
study of the pore space, permeability and percolation threshold of young sea
ice,” Cryosphere 15, 4047–4072 (2021).

4G. Ye, P. Lura, and K. van Breugel, “Modelling of water permeability in cemen-
titious materials,” Mater. Struct. 39, 877–885 (2006).

5C. M. White, D. H. Smith, K. L. Jones, A. L. Goodman, S. A. Jikich, R. B.
LaCount, S. B. DuBose, E. Ozdemir, B. I. Morsi, and K. T. Schroeder,
“Sequestration of carbon dioxide in coal with enhanced coalbed methane
recovery—A review,” Energy Fuels 19, 659–724 (2005).

6M. Josh, L. Esteban, C. Delle Piane, J. Sarout, D. N. Dewhurst, and M. B.
Clennell, “Laboratory characterisation of shale properties,” J. Pet. Sci. Eng.
88–89, 107–124 (2012).

7Y. Nec and G. Huculak, “Exact solutions to steady radial flow in a porous
medium with variable permeability,” Phys. Fluids 32, 077108 (2020).

8L. Germanou, M. T. Ho, Y. Zhang, and L. Wu, “Shale gas permeability upscal-
ing from the pore-scale,” Phys. Fluids 32, 102012 (2020).

9P. Shrestha and B. Stoeber, “Imaging fluid injections into soft biological
tissue to extract permeability model parameters,” Phys. Fluids 32, 011905
(2020).

10S. Jasechko, H. Seybold, D. Perrone, Y. Fan, and J. W. Kirchner, “Widespread
potential loss of streamflow into underlying aquifers across the USA,” Nature
591, 391–395 (2021).

11R. K. Jain, J. D. Martin, and T. Stylianopoulos, “The role of mechanical forces in
tumor growth and therapy,” Ann. Rev. Biomed. Eng. 16 321–346 (2014).

12J. T. Gostick, M. W. Fowler, M. D. Pritzker, M. A. Ioannidis, and L. M. Behra,
“In-plane and through-plane gas permeability of carbon fiber electrode backing
layers,” J. Power Sources 162, 228–238 (2006).

13M. F. Lagadec, R. Zahn, and V. Wood, “Characterization and performance eval-
uation of lithium-ion battery separators,” Nat. Energy 4, 16–25 (2019).

14S. Modha, C. Castro, and H. Tsutsui, “Recent developments in flow modeling
and fluid control for paper-based microfluidic biosensors,” Biosens.
Bioelectron. 178, 113026 (2021).

15D. Maggiolo and S. Sasic, “Respiratory droplets interception in fibrous porous
media,” Phys. Fluids 33, 083305 (2021).

16T. Solano, C. Ni, R. Mittal, and K. Shoele, “Perimeter leakage of face masks and
its effect on the mask’s efficacy,” Phys. Fluids 34, 051902 (2022).

17E. Prince and E. Kumacheva, “Design and applications of man-made biomi-
metic fibrillar hydrogels,” Nat. Rev. Mater. 4, 99–115 (2019).

18S. S. Kohles, J. B. Roberts, M. L. Upton, C. G. Wilson, L. J. Bonassar, and A. L.
Schlichting, “Direct perfusion measurements of cancellous bone anisotropic
permeability,” J. Biomechanics 34, 1197–1202 (2001).

19R. Arbter, J. M. Beraud, C. Binetruy, L. Bizet, J. Breard, S. Comas-Cardona, C.
Demaria, A. Endruweit, P. Ermanni, F. Gommer, S. Hasanovic, P. Henrat,

TABLE II. Identified uncertainties for the experimental measurements and
simulations.

Experiment Simulation

DQ=Q 60.2% DkðrÞ=kðrÞ 60.3%
DA=A 60.1% kðDe=eÞ 60.9%
Dl=l 61.5%
DL=L 60.24%
DðPin � P0Þ=ðPin � P0Þ 60.2%

Total 61.55% 60.95%

Physics of Fluids ARTICLE scitation.org/journal/phf

Phys. Fluids 34, 123603 (2022); doi: 10.1063/5.0123673 34, 123603-32

VC Author(s) 2022

https://doi.org/10.2136/sssaj2000.642478x
https://doi.org/10.1111/ejss.13055
https://doi.org/10.5194/tc-15-4047-2021
https://doi.org/10.1617/s11527-006-9138-4
https://doi.org/10.1021/ef040047w
https://doi.org/10.1016/j.petrol.2012.01.023
https://doi.org/10.1063/5.0014476
https://doi.org/10.1063/5.0020082
https://doi.org/10.1063/1.5131488
https://doi.org/10.1038/s41586-021-03311-x
https://doi.org/10.1146/annurev-bioeng-071813-105259
https://doi.org/10.1016/j.jpowsour.2006.06.096
https://doi.org/10.1038/s41560-018-0295-9
https://doi.org/10.1016/j.bios.2021.113026
https://doi.org/10.1016/j.bios.2021.113026
https://doi.org/10.1063/5.0060947
https://doi.org/10.1063/5.0086320
https://doi.org/10.1038/s41578-018-0077-9
https://doi.org/10.1016/S0021-9290(01)00082-3
https://scitation.org/journal/phf


F. Klunker, B. Laine, S. Lavanchy, S. V. Lomov, A. Long, V. Michaud, G.
Morren, E. Ruiz, H. Sol, F. Trochu, B. Verleye, M. Wietgrefe, W. Wu, and G.
Ziegmann, “Experimental determination of the permeability of textiles: A
benchmark exercise,” Composites, Part A 42, 1157–1168 (2011).

20H. Darcy, Les Fontaines Publiques de la Ville de Dijon (Victor Dalmont, 1856).
21M. K. Hubbert, “Darcy’s law and the field equations of the flow of underground
fluids,” Hydrol. Sci. J. 2(1), 24–59 (1957).

22S. Whitaker, “Flow in porous-media i: A theoretical derivation of Darcys-law,”
Transp. Porous Media 1, 3–25 (1986).

23L. Bai, D. R. Baker, and R. J. Hill, “Permeability of vesicular stromboli basaltic
glass: Lattice Boltzmann simulations and laboratory measurements,”
J. Geophys. Res. 115, B07201, https://doi.org/10.1029/2009JB007047 (2010).

24A. F. Elhakim, “Estimation of soil permeability,” Alexandria Eng. J. 55,
2631–2638 (2016).

25L. L. Schepp and J. Renner, “Evidence for the heterogeneity of the pore struc-
ture of rocks from comparing the results of various techniques for measuring
hydraulic properties,” Transp. Porous Media 136, 217–243 (2021).

26H. M. N. Wright, K. V. Cashman, E. H. Gottesfeld, and J. J. Roberts, “Pore
structure of volcanic clasts: Measurements of permeability and electrical con-
ductivity,” Earth Planet. Sci. Lett. 280, 93–104 (2009).

27T. D. Scheibe, W. A. Perkins, M. C. Richmond, M. I. McKinley, P. D. J.
Romero-Gomez, M. Oostrom, T. W. Wietsma, J. A. Serkowski, and J. M.
Zachara, “Pore-scale and multiscale numerical simulation of flow and transport
in a laboratory-scale column,” Water Resour. Res. 51, 1023–1035, https://
doi.org/10.1002/2014WR015959 (2015).

28I. Gueven, S. Frijters, J. Harting, S. Luding, and H. Steeb, “Hydraulic properties
of porous sintered glass bead systems,” Granular Matter 19, 28 (2017).

29S. M. Shah, F. Gray, J. P. Crawshaw, and E. S. Boek, “Micro-computed tomog-
raphy pore-scale study of flow in porous media: Effect of voxel resolution,”
Adv. Water Resour. 95, 276–287 (2016).

30J.-Q. Wang, J.-F. Zhao, M.-J. Yang, Y.-H. Li, W.-G. Liu, and Y.-C. Song,
“Permeability of laboratory-formed porous media containing methane hydrate:
Observations using x-ray computed tomography and simulations with pore
network models,” Fuel 145, 170–179 (2015).

31N. Saxena, R. Hofmann, F. O. Alpak, J. Dietderich, S. Hunter, and R. J. Day-
Stirrat, “Effect of image segmentation & voxel size on micro-ct computed effec-
tive transport & elastic properties,” Mar. Petrol. Geol. 86, 972–990 (2017).

32P. Eichheimer, M. Thielmann, W. Fujita, G. J. Golabek, M. Nakamura, S.
Okumura, T. Nakatani, and M. O. Kottwitz, “Combined numerical and experi-
mental study of microstructure and permeability in porous granular media,”
Solid Earth 11, 1079–1095 (2020).

33A. Wagner, E. Eggenweiler, F. Weinhardt, Z. Trivedi, D. Krach, C. Lohrmann, K.
Jain, N. Karadimitriou, C. Bringedal, P. Voland, C. Holm, H. Class, H. Steeb, and I.
Rybak, “Permeability estimation of regular porous structures: A benchmark for
comparison of methods,” Transp. Porous Media 138, 1–23 (2021).

34A. Daneyko, A. H€oltzel, S. Khirevich, and U. Tallarek, “Influence of the particle
size distribution on hydraulic permeability and eddy dispersion in bulk
packings,” Anal. Chem. 83, 3903–3910 (2011).

35S. Chen and G. Doolen, “Lattice Boltzmann method for fluid flows,” Annu.
Rev. Fluid Mech. 30, 329–364 (1998).

36S. Khirevich and T. W. Patzek, “Behavior of numerical error in pore-scale lat-
tice boltzmann simulations with simple bounce-back rule: Analysis and highly
accurate extrapolation,” Phys. Fluids 30, 093604 (2018).

37S. Khirevich, I. Ginzburg, and U. Tallarek, “Coarse- and fine-grid numerical
behavior of MRT/TRT lattice-Boltzmann schemes in regular and random
sphere packings,” J. Comput. Phys. 281, 708–742 (2015).

38C. Manwart, U. Aaltosalmi, A. Koponen, R. Hilfer, and J. Timonen, “Lattice-
Boltzmann and finite-difference simulations for the permeability for three-
dimensional porous media,” Phys. Rev. E 66, 016702 (2002).

39R. S. Maier, D. M. Kroll, Y. E. Kutsovsky, H. T. Davis, and R. S. Bernard,
“Simulation of flow through bead packs using the lattice Boltzmann method,”
Phys. Fluids 10, 60–74 (1998).

40C. Pan, L.-S. Luo, and C. T. Miller, “An evaluation of lattice Boltzmann schemes
for porous medium flow simulation,” Comput. Fluids 35, 898–909 (2006).

41S. Khirevich, “High-performance computing of flow, diffusion, and hydrody-
namic dispersion in random sphere packings,” Ph.D. thesis (Philipps
University of Marburg, Marburg, Germany, 2010).

42R. M. Fand, B. Y. K. Kim, A. C. C. Lam, and R. T. Phan, “Resistance to the flow of
fluids through simple and complex porous-media whose matrices are composed of
randomly packed spheres,” J. Fluids Eng.—Trans. ASME 109, 268–274 (1987).

43P. Macini, E. Mesini, and R. Viola, “Laboratory measurements of non-Darcy
flow coefficients in natural and artificial unconsolidated porous media,” J. Pet.
Sci. Eng. 77, 365–374 (2011).

44M. R. J. Wyllie and A. R. Gregory, “Fluid flow through unconsolidated porous
aggregates—Effect of porosity and particle shape on Kozeny–Carman con-
stants,” Ind. Eng. Chem. 47, 1379–1388 (1955).

45D. F. James and D. R. McLaren, “The laminar flow of dilute polymer solutions
through porous media,” J. Fluid Mech. 70, 733–752 (1975).

46A. G. Loudon, “The computation of permeability from simple soil tests,”
G�eotechnique 3, 165–183 (1952).

47Porous Media: Fluid Transport and Pore Structure, 2nd ed., edited by F. A. L.
Dullien (Academic Press, San Diego, 1992).

48V. A. Kusuma, S. R. Venna, S. Wickramanayake, G. J. Dahe, C. R. Myers, J.
O’Connor, K. P. Resnik, J. H. Anthony, and D. Hopkinson, “An automated
lab-scale flue gas permeation membrane testing system at the national carbon
capture center,” J. Membr. Sci. 533, 28–37 (2017).

49D. J. Harrigan, J. Yang, B. J. Sundell, J. A. Lawrence, J. T. O’Brien, and M. L.
Ostraat, “Sour gas transport in poly(ether-b-amide) membranes for natural gas
separations,” J. Membr. Sci. 595, 117497 (2020).

50R. P. Chapuis, “Predicting the saturated hydraulic conductivity of soils: A
review,” Bull. Eng. Geol. Environ. 71, 401–434 (2012).

51R. P. Chapuis, S. Weber, and F. Duhaime, “Permeability test results with packed
spheres and non-plastic soils,” Geotech. Test.J. 38, 20140124–20140964 (2015).

52F. Duhaime, R. P. Chapuis, and S. Weber, “Parasitic head losses during labora-
tory permeability tests,” Geotech. Test. J. 38, 20130175 (2015).

53A. Jacob, M. Peltz, S. Hale, F. Enzmann, O. Moravcova, L. N. Warr, G. Grathoff, P.
Blum, and M. Kersten, “Simulating permeability reduction by clay mineral nanopores
in a tight sandstone by combining computer x-ray microtomography and focussed
ion beam scanning electron microscopy imaging,” Solid Earth 12, 1–14 (2021).

54M. Zhang, G. Ye, and K. van Breugel, “Microstructure-based modeling of per-
meability of cementitious materials using multiple-relaxation-time lattice
Boltzmann method,” Comput. Mater. Sci. 68, 142–151 (2013).

55N. Watanabe, T. Ishibashi, Y. Ohsaki, Y. Tsuchiya, T. Tamagawa, N. Hirano, H.
Okabe, and N. Tsuchiya, “X-ray CT based numerical analysis of fracture flow for
core samples under various confining pressures,” Eng. Geol. 123, 338–346 (2011).

56G. L. Hassler, R. R. Rice, and E. H. Leeman, “Investigations on the recovery of
oil from sandstones by gas drive,” Trans. Am. Inst. Min. Metall. Eng. 118,
116–137 (1936).

57T. J. Atherton and D. J. Kerbyson, “Size invariant circle detection,” Image
Vision Comput. 17, 795–803 (1999).

58A. B. Yu, X. Z. An, R. P. Zou, R. Y. Yang, and K. Kendall, “Self-assembly of particles
for densest packing by mechanical vibration,” Phys. Rev. Lett. 97, 265501 (2006).

59S. Khirevich, A. Holtzel, D. Hlushkou, and U. Tallarek, “Impact of conduit
geometry and bed porosity on flow and dispersion in noncylindrical sphere
packings,” Anal. Chem. 79, 9340–9349 (2007).

60V. Baranau and U. Tallarek, “Random-close packing limits for monodisperse
and polydisperse hard spheres,” Soft Matter 10, 3826–3841 (2014).

61C. Song, P. Wang, and H. A. Makse, “A phase diagram for jammed matter,”
Nature 453, 629–632 (2008).

62M. T. Johnston and R. H. Ewoldt, “Precision rheometry: Surface tension effects on
low-torque measurements in rotational rheometers,” J. Rheol. 57, 1515–1532 (2013).

63G. D’Errico, O. Ortona, F. Capuano, and V. Vitagliano, “Diffusion coefficients
for the binary system glycerol plus water at 25 
C. A velocity correlation study,”
J. Chem. Eng. Data 49, 1665–1670 (2004).

64B. Chen, E. Sigmund, and W. Halperin, “Stokes-Einstein relation in super-
cooled aqueous solutions of glycerol,” Phys. Rev. Lett. 96, 145502 (2006).

65E. Magyari, D. A. S. Rees, and B. Keller, Effect of Viscous Dissipation on the
Flow in Fluid Saturated Porous Media (CRC Press, 2005), Chap. IX.

66D. A. Nield, “Resolution of a paradox involving viscous dissipation and nonlin-
ear drag in a porous medium,” Transp. Porous Media 41, 349–357 (2000).

67J. Schindelin, I. Arganda-Carreras, E. Frise, V. Kaynig, M. Longair, T. Pietzsch,
S. Preibisch, C. Rueden, S. Saalfeld, B. Schmid, J.-Y. Tinevez, D. J. White, V.
Hartenstein, K. Eliceiri, P. Tomancak, and A. Cardona, “Fiji: An open-source
platform for biological-image analysis,” Nat. Methods 9, 676–682 (2012).

Physics of Fluids ARTICLE scitation.org/journal/phf

Phys. Fluids 34, 123603 (2022); doi: 10.1063/5.0123673 34, 123603-33

VC Author(s) 2022

https://doi.org/10.1016/j.compositesa.2011.04.021
https://doi.org/10.1080/02626665709493062
https://doi.org/10.1007/BF01036523
https://doi.org/10.1029/2009JB007047
https://doi.org/10.1016/j.aej.2016.07.034
https://doi.org/10.1007/s11242-020-01508-8
https://doi.org/10.1016/j.epsl.2009.01.023
https://doi.org/10.1002/2014WR015959
https://doi.org/10.1007/s10035-017-0705-x
https://doi.org/10.1016/j.advwatres.2015.07.012
https://doi.org/10.1016/j.fuel.2014.12.079
https://doi.org/10.1016/j.marpetgeo.2017.07.004
https://doi.org/10.5194/se-11-1079-2020
https://doi.org/10.1007/s11242-021-01586-2
https://doi.org/10.1021/ac200424p
https://doi.org/10.1146/annurev.fluid.30.1.329
https://doi.org/10.1146/annurev.fluid.30.1.329
https://doi.org/10.1063/1.5042229
https://doi.org/10.1016/j.jcp.2014.10.038
https://doi.org/10.1103/PhysRevE.66.016702
https://doi.org/10.1063/1.869550
https://doi.org/10.1016/j.compfluid.2005.03.008
https://doi.org/10.1115/1.3242658
https://doi.org/10.1016/j.petrol.2011.04.016
https://doi.org/10.1016/j.petrol.2011.04.016
https://doi.org/10.1021/ie50547a037
https://doi.org/10.1017/S0022112075002327
https://doi.org/10.1680/geot.1952.3.4.165
https://doi.org/10.1680/geot.1952.3.4.165
https://doi.org/10.1016/j.memsci.2017.02.051
https://doi.org/10.1016/j.memsci.2019.117497
https://doi.org/10.1007/s10064-012-0418-7
https://doi.org/10.1520/GTJ20140124
https://doi.org/10.1520/GTJ20130175
https://doi.org/10.5194/se-12-1-2021
https://doi.org/10.1016/j.commatsci.2012.09.033
https://doi.org/10.1016/j.enggeo.2011.09.010
https://doi.org/10.2118/936116-G
https://doi.org/10.1016/S0262-8856(98)00160-7
https://doi.org/10.1016/S0262-8856(98)00160-7
https://doi.org/10.1103/PhysRevLett.97.265501
https://doi.org/10.1021/ac071428k
https://doi.org/10.1039/c3sm52959b
https://doi.org/10.1038/nature06981
https://doi.org/10.1122/1.4819914
https://doi.org/10.1021/je049917u
https://doi.org/10.1103/PhysRevLett.96.145502
https://doi.org/10.1023/A:1006636605498
https://doi.org/10.1038/nmeth.2019
https://scitation.org/journal/phf


68I. Ginzburg, F. Verhaeghe, and D. d’Humieres, “Two-relaxation-time Lattice
Boltzmann scheme: About parametrization, velocity, pressure and mixed
boundary conditions,” Commun. Comput. Phys. 3, 427–478 (2008).

69D. d’Humières, “Generalized lattice Boltzmann equations rarefied gas dynam-
ics: Theory and simulations,” Prog. Astronaut. Aeronaut. 159, 450–458 (1992).

70P. L. Bhatnagar, E. P. Gross, and M. Krook, “A model for collision processes in
gases. 1. Small amplitude processes in charged and neutral one-component sys-
tems,” Phys. Rev. 94, 511–525 (1954).

71R. E. Larson and J. J. L. Higdon, “A periodic grain consolidation model of
porous media,” Phys. Fluids 1, 38–46 (1989).

72S. Khirevich and T. W. Patzek, “Comment on ‘A periodic grain consolidation
model of porous media’ [Phys. Fluids A 1, 38 (1989)],” Phys. Fluids 31, 109101
(2019).

73L. Talon, D. Bauer, N. Gland, S. Youssef, H. Auradou, and I. Ginzburg,
“Assessment of the two relaxation time Lattice-Boltzmann scheme to simulate
Stokes flow in porous media,” Water Resour. Res. 48, W04526, https://doi.org/
10.1029/2011WR011385 (2012).

74D. d’Humieres and I. Ginzburg, “Viscosity independent numerical errors for
Lattice Boltzmann models: From recurrence equations to ‘magic’ collision
numbers,” Comput. Math. Appl. 58, 823–840 (2009).

75D. V. Boger, “Viscoelastic flows through contractions,” Annu. Rev. Fluid Mech.
19, 157–182 (1987).

76M. Viriyayuthakorn and B. Caswell, “Finite element simulation of viscoelastic
flow,” J. Non-Newtonian Fluid Mech. 6, 245–267 (1980).

77H. Nguyen and D. V. Boger, “The kinematics and stability of die entry flows,”
J. Non-Newtonian Fluid Mech. 5, 353–368 (1979).

Physics of Fluids ARTICLE scitation.org/journal/phf

Phys. Fluids 34, 123603 (2022); doi: 10.1063/5.0123673 34, 123603-34

VC Author(s) 2022

https://doi.org/10.1103/PhysRev.94.511
https://doi.org/10.1063/1.857545
https://doi.org/10.1063/1.5116700
https://doi.org/10.1029/2011WR011385
https://doi.org/10.1016/j.camwa.2009.02.008
https://doi.org/10.1146/annurev.fl.19.010187.001105
https://doi.org/10.1016/0377-0257(80)80005-X
https://doi.org/10.1016/0377-0257(79)85023-5
https://scitation.org/journal/phf

	s1
	d1
	s2
	s2A
	s2B
	t1
	s3
	s3A
	f2
	s3B
	s3C
	s3D
	f3
	f4
	s3D
	f6
	s4
	f7
	f8
	l
	app1
	s7A
	s7A
	s7B
	s7C
	f12
	f11
	s7D
	s7E
	s7F
	f13
	s7G
	f15
	s7H
	f17
	f18
	app2
	s8A
	s8B
	f21
	f22
	app3
	s9A
	s9B
	f24
	s9C
	s9C
	f27
	s9C
	s9D
	s9E
	app4
	app5
	c1
	c2
	c3
	c4
	c5
	c6
	c7
	c8
	c9
	c10
	c11
	c12
	c13
	c14
	c15
	c16
	c17
	c18
	c19
	t2
	c20
	c21
	c22
	c23
	c24
	c25
	c26
	c27
	c28
	c29
	c30
	c31
	c32
	c33
	c34
	c35
	c36
	c37
	c38
	c39
	c40
	c41
	c42
	c43
	c44
	c45
	c46
	c47
	c48
	c49
	c50
	c51
	c52
	c53
	c54
	c55
	c56
	c57
	c58
	c59
	c60
	c61
	c62
	c63
	c64
	c65
	c66
	c67
	c68
	c69
	c70
	c71
	c72
	c73
	c74
	c75
	c76
	c77

